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Determination of Cavity
Detachment for Sheet Cavitation

Sheet cavitation has been traditionally analyzed with ideal fluid theory that employs the

Eduard Amromin
g-mail: amromin@aol.com
Mechmath LLC,

Prior Lake, MN 55372-1283

cavitation number as the single parameter. However, characteristics of cavitation can
significantly depend on location of cavity detachment. According to known experimental
data, this location is influenced by the freestream speed and the body/hydrofoil size. As
shown in this paper; it takes place because of the combined effect of the Reynolds number
and Weber number. Here, sheet cavitation is considered as a special kind of viscous

separation caused by the cavity itself. The viscous-inviscid interaction concept is em-
ployed to analyze the entire flow. Validation of the suggested approach is provided for
hydrofoils and bodies of revolution. The effects of flow speed, the body size, and its
surface wettability are illustrated by comparison of computed cavity length/shape to the
known experimental data. The difference between cavity detachment in laminar and
turbulent boundary layers is discussed. [DOI: 10.1115/1.2754312]

Introduction

Principal time-average characteristics of cavitating flows in-
clude lift and drag, cavity length and volume, as well as cavitation
inception number. As follows from numerous studies on cavitation
of hydrofoils and bodies with smooth shapes, these characteristics
substantially depend on the location of cavity detachment points.
In the traditional concept (known as the ideal cavitation), the cavi-
tating flows significantly depend on a single parameter: cavitation
number. In the framework of this concept, the theoretical analysis
could be performed on an ideal fluid, with a preliminary selected
cavity closure scheme and cavity detachment point/line. As has
been shown (e.g., [1]), using the cavity detachment point at its
observed location and tuning the closure scheme allows a satis-
factory agreement of ideal cavitation with some sets of experi-
mental data (as experimental data [2] in Fig. 1), though other sets
may require another scheme.

There is the classical Brillouin—Villat condition [3] for detach-
ment determination within the ideal cavitation itself but, as is
shown by Brennen [4], Arakeri [5], and others, the difference
between detachment predictions based on this condition and ex-
perimental data can be very significant. Analysis of experimental
data has shown that this difference depends on hydrofoil (or body)
size and freestream speed. There are also dependencies of other
cavitation characteristics on C and U., as is shown by Keller [6]
for o;. Thus, it is necessary to analyze effects of two parameters
and these parameters must depend on both C and U.. It seems
reasonable to select the Reynolds number as the primary param-
eter. Currently, there are two main concepts for analyzing viscous
cavitating flows.

The first concept (widely used in recent papers on cavitation) is
based on consideration of the entirely turbulent flows (by [7-12]).
It is named here as the uniform turbulent cavitation concept
(UTCC). All above-mentioned versions of the UTCC are very
similar. The background of the versions [7,8,10-12] is the k-&
model of turbulence (with different constants in different papers)
and only [9] uses another model of turbulence. These studies do
not consider any boundary between the cavity and surrounding
liquid. The main computation results are the pressure distributions
over the body/hydrofoil surface and the void fractions (two-phase
mixture models are used for cavitation modeling in the versions

[7-11)).
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The main issues in evaluation of the UTCC are interpretation of
computational results and its validation. Although the experimen-
tal data on void fraction distributions are already available (see
[13]), a correspondence of such distributions to the cavity shapes/
lengths (traditionally recorded in experiments) is not yet suffi-
ciently certain. Furthermore, validation of the majority of the
UTCC versions has been carried out only for the axisymmetric
body with hemispherical head at the single Re=1.36X 10’ in a
range of ¢ from 0.2 to 0.4 and for the hydrofoil NACA66MOD at
Re=2 X% 10° in the range 0.84 <o < 1.0. These versions disregard
the existence of laminar boundary layers over hydrofoils/bodies
and consider the entire flow field as the completely turbulent flow.
Such simplification is made despite of experimental proofs of ex-
istence of laminar boundary layer along streamlines with uniform
velocities up to Rey=2 X 10° for turbulence level up to 0.2% [14]
and along streamlines with increasing velocities for Rey>2
X 10° [15]. There have been also observations made of laminar
separation upstream of cavities on the bodies of revolution at
Re>1.36X 10’ (in [5] and other known sources). Besides, as has
been shown by Arakeri and Acosta [16], the difference in the
boundary layer types is certainly important for the cavity detach-
ment.

For UTCC versions, comparisons of the computed dimension-
less pressure coefficient with its values measured in several points
have been used as a major validation. The good agreement of
computed and measured Cp has been shown in several papers,
but, as possible to conclude from Fig. 2, the very different theo-
retical results may be in good accordance with such experimental
data, especially in the vicinity of cavity detachment. Finally, there
is no published UTCC computation for a range of Re. Thus, there
is no sufficient data yet to validate the ability of the UTCC to
analyze the effects of Re on cavitation, and the accumulation of
data will take time.

The second concept is matching of the theory of cavitation in
ideal fluid with boundary layer approaches ([17-20]). It is named
here as the concept of cavitation within viscous layers (CCVL).
This concept operates with terms that are traditional for experi-
ments with cavitation (such as cavity length, etc). The CCVL
employs the traditional division of the whole flow into viscous
layers (boundary layers and wake) and surrounding curl-free flow
of ideal fluid. The viscous-inviscid interaction is mainly predeter-
mined by two effects: the influence of the pressure gradient on the
thickness of these layers and the inverse influence of this thick-
ness on the shape of boundary between viscous and inviscid parts
of the flow. The ability to correctly compute laminar boundary
layers upstream of cavity has been proven for the CCVL.

SEPTEMBER 2007, Vol. 129 / 1105
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Fig. 1 Cavity length on the EN-hydrofoil at Re=1.5X10%, a

=4.2 deg: Vertical segments show experimental data with their
dispersion. Curve A shows our result obtained with the CCVL.
Curves R&B-1 and R&B-2 show results for different cavity clo-
sure schemes in ideal fluid [1].

The following analysis of cavity detachment has been carried
out with the CCVL. Besides Re, another parameter depending on
both D and U,, is the Weber number (We), and the surface tension
effect in the vicinity of cavity detachment points is included in
this concept as an important factor.

CCVL Model of Sheet Cavitation

The CCVL can be looked at as a modification of the ideal
cavitation concept and, compared to this traditional concept, can
be easily explained. The flow schemes and pressure distributions
in the meridian semi-plane for the axisymmetric ITTC body are
presented in Fig. 3 for both concepts. There are three parts in the
meridian sections shown there: the body section, the cavity sec-
tion, and the flow section. Although the boundary between the
second and third parts is initially unknown, only the flow section
is under consideration in both concepts; the cavity impact on flow
is limited by replacing the streamlines.

The velocity potential @ is used in both concepts, but the po-
tential flow does not make contact with the surfaces of the body
and cavity in the CCVL; there are boundary layers between them.
As observed by Arakeri [5], the boundary layer separation takes
place upstream of the attached cavity. Viscous separation up-
stream of a sheet cavity is not caused by the boundary layer sepa-
ration on the surface of the cavitation-free body at the same Re.
This separation is caused by the cavity itself. Because of the sur-
face tension, the cavity head cannot be infinitely thin. As a result,
the cavity provokes separation as a surface irregularity submerged
in the boundary layer does. Viscous separation downstream of the
cavity is caused by the reentry (reverse) jet. Thus, there are two

i Cp
05134 -
>
ol alé ¥ R
N 1 ke ) Sl H *
T > T o e
s/D
os . , . . . , \
[n] 0.5 1 1.5 2 2.5 3 3.5 4

Fig. 2 C, distributions on the body with hemispherical head
computed by the author for Re=1.36 X 105. Stars show experi-
mental data (after [8]). One can see that a distribution without
minimum of C, may be also in a good accordance with the
measured C,,.
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Fig. 3 Comparison of ideal cavitation and the CCVL: The top
plot shows cavity shapes; there is the vertical fictitious body in
the tail of ideal cavity and separation zone behind the CCVL
cavity, whereas the cavity detachment zone is too small to be
visible here; arrows show direction of time-average water flux
through the cavity in the CCVL. The middle plot presents cor-
responding pressure distribution over the body in the vicinity
of cavity. The bottom plot shows the cavity detachment zone in
more detail; here, B is the angle between outer normal to liquid
on the liquid-cavity and liquid-body boundaries.

viscous separation zones between the detachment of the boundary
layer and its reattachment to the body, with the cavity located
in-between.

The comparison of two computation results in Fig. 3 is made at
the same value of o. The difference in the cavity lengths and
pressure distributions is mainly caused by the difference in the
cavity detachment. For the ideal cavitation, the pressure in cavity
is the lowest pressure on the body surface and the detachment
should be determined from the above-mentioned Brillouin—Villat
condition. In contradistinction to this, the cavity detachment in
CCVL (and, in fact, in reality) is coupled with the boundary layer
separation; therefore, the lowest pressure points are located up-
stream of cavity in this model.

The cavitation problem in the CCVL is the following free-
boundary problem:

ADP=0 (1)

oD

(9_N S =0 (2)
|grad(®)[*[ ¢ = 1 - Cp(x) (3)

Equations (1)—(3) are written in dimensionless form, with all
lengths being normalized either by D or C. As Fig. 3 illustrates,
the right-hand side of Eq. (3) is constant over the major part of S*.
This takes place in ideal cavitation as well, but, unlike the ideal
cavitation case, there are pressure increase regions near the edges
of the free surface S*. The function C;(x)zl—Uz(x) can be de-
fined by using undetermined coefficients C;, C, and initially un-
known abscissas x", X;, X3, X,

U=Ci(x=x)+Vl+0 for Xo=x<x'

Transactions of the ASME
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Table 1 Zones in boundary layer

Wall boundary layer At x<X,
Separated and reattached boundary layer At Xy=x<x"
Cavity boundary layer At x'=x=X,
Separated and reattached boundary layer At X, <x=X;
Wall boundary layer and wake At x> X,
U=Vl+o for x'=x<X,
U=GCEB3-28)+\l+0 for X,=x<X, 4)

Here, é=(x—X,)/(X4—X,) and x">X,. Equation (4) is not a the-
oretical solution but smoothly approximates experimental Cp in
cavitating flows. The computed pressure distribution in Figs. 2
and 3 was obtained with Eq. (4).

The above coefficients and abscissas must be found with
matching conditions for different flow zones. As shown in Table 1,
there are five zones in the boundary layer over a cavitating
hydrofoil/body and there should be four matching sections be-
tween five zones.

The section x=X, is ordered at the start of computation, as well
as the section x=X,. Determination of the sections x=X,, and x
=X can be done with semi-empirical criteria of boundary layer
separation from the wall used by Castillo et al. [21]. Applying
such criteria for boundary layer reattachment to the wall has been
already validated by Roberts [22]. The general form of such con-
ditions is as follows:

—=a (5)

Here, 4" is an empirical coefficient that has different values for
laminar and turbulent boundary layers, separation, and reattach-
ment. In particular, as the reattachment criterion, a"=0.015 was
used. Two criteria (5) can be generally used with both integral and
differential methods. There is also the second reattachment condi-
tion at X5 that is the consequence of Prandtl’s definition of the
body of displacement

8'(X3) = h(X3) (6)

h(X5) must be obtained by solving Eqs. (1)—(4), whereas 8" is the
result of the computation of the boundary layer with the jumps of
8 and 8™ at x=X,. These jumps are caused by the presence of
reverse jet. The jump of & is calculated as 7Y(X,), with 7
=0.77 being used. For the velocity profile being used here, the
corresponding 8" jump is 141/845 of the 8" jump. On the other
hand, it is assumed that dU/ds is continuous at x=X; and this
derivative is used for determination of C; with Eq. (4).

For determination of x”, there is the evident condition & (x")
+Y(x")=h(x"). Here, Y(X;)=0 and Y is computed by taking
into account the surface tension effect. The surface tension over
the major cavity part is small, but it is substantial in a region of
cavity-liquid-body contact because there the cavity surface curva-
ture is very high (as observed by Arakeri [5], this curvature is
>1/6). The cavity equilibrium has the following form there:

. 2 &Y ayc\* [
Cp+o=— ZC[1+<—C) ] 7
We dx dx

The B-dependent value of dY/dx on the body surface at x=X;
must be used in integration of Eq. (7).

After determination of the matching section, the general flow
parameters must be determined. There are three parameters of
attached cavitation in the described model: {o,Re, We}. The val-
ues of Re, as well as the pair {X;,X,}, must be initialized. The
value of We has to be found from Eq. (7) at the point x=X,. o has

Journal of Fluids Engineering

to be found from a cavity closure condition. The continuity con-
dition for N at x=X3 can be employed as the closure condition. As
noted in [18], determination of 4 is based on solving the quasi-
linearized equations (Eqs. (2) and (3)): de/ds=U-U"; q/2
=d(h"U")/ds. Here, ¢ is the density of . It is clear from the
second of these equations that such continuity is possible only
with a limited g. However, the first equation is a singular integral
equation that has a limited solution g with the following existence
condition that depends on o

f53 U— U*
————ds=0 (8)
o V(s3=9)(s=s0)

0

Here, s, and s3 are arc coordinates corresponding to X, and Xj,
and U is defined by Eq. (4).

Thus, the entire problem on sheet cavitation in the CCVL is a
superposition of nonlinear problems. The procedure to match the
solution of the inviscid flow outside the boundary layer and the
solution of the boundary layer is based on tuning the shape of
boundary between viscous and inviscid flow to pressure distribu-
tion along this boundary by methods of potential theory. This
procedure should take into account criteria for the boundary layer
that must be yield by this distribution. The procedure of iterative
solving of the problem consists of the following steps:

1. For a fixed Re and given pair {X;,X,}, an intermediate cav-
ity shape is determined with Egs. (1)—(4), Cp is calculated
over the entire S with the boundary element method (BEM);
the numerical accuracy of the entire solution is predeter-
mined by the accuracy of this Cp calculation.

2. The boundary layer is computed up to x=X, determined
with Eq. (5). We is determined with Eq. (7); the coefficient
C, is found from continuity condition for dU/ds.

3. The cavitation number o and coefficient C, are found with
Eq. (5) at x=X,, and Eq. (8). As explained earlier [18] in
more detail, the combination of these equations gives a
square equation for C,. The value of X3 is corrected to yield
Eq. (6); if the correction is not negligible, a new iteration
starts with computation of boundary layer parameters down-
stream of x=X|,.

A special feature of attached cavitation is the dependency of the
derivative dCp/ds in Eq. (5) on the cavity shape. The cavity head
is submerged in the boundary layer and influences velocities as a
surface irregularity of curvature 1/r". For velocity estimation,
such irregularity can be replaced by a source. Such a source in-
duces the normal velocity proportional to 8" \~27"(1+cos ). This
proportionality must be taken into account in calculation of Cp.
Therefore, the following form of Eq. (5) describes the separation
of laminar boundary layer upstream of cavity:

50U  [1+cos(B)T?
L <
SRe

U ox (CN6)?

©)

Here, the angle B depends on the body surface wettability. Ac-
cording to the theory of a thin laminar boundary layer, C;=1.1,
whereas the value of C is the result of tuning to empirical data on
cavitating flows.

The BEM numerical technique for determination of derivatives
of the potential ® and integral methods for the wall boundary
layer are widely known. The correction procedure for 2D free
boundary S employing the auxiliary functions ¢ and 4" has been
recently described [18]. Here, let us provide more details on the
computation of the cavity boundary layer over cavities. The fol-
lowing dimensionless velocity profile is employed:
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_ u u\ ,
u(n)—U+(1 U)n(3 27) (10)
Here, »=(y—Yc)/ 8. For determination of two unknown param-
eters u(x) and &(x), two equations must be employed. The first
equation is the Karman equation in the following form,
Ud—U(§+2§*)+U2£+v(U—u)=o (11)
dx dx
Here, v is the water velocity component normal to the cavity
surface (direction of this velocity through the cavity surface is
shown in Fig. 3). One can see in Eq. (11) that the friction on the
cavity surface is omitted as negligibly small. The second equation
is the momentum differential equation for the zero friction line in
the Clauser form,

du (U-u)® du

u— =0.015 -U—

dx Us' dx

For different parts of the problem, different grids are used. For
computation of U in 2D and axisymmetric flows with BEM, from
60 to 100 boundary elements are typically used, with very differ-
ent element lengths (from 0.0003 at edge to 0.05); the high-order
Gauss quadrature is used within each element. For the S* correc-
tion, another nonuniform 2D grid with 30-40 elements is gener-
ated. For the integration of boundary layer differential equations,
the grids are denser with a factor from 400 to 8000 (variations of
boundary layer parameters between neighbor nodes must be
<1%).

As noted above, for the given X; and X, at the fixed Re, the
corresponding pairs {o, We} can be found, but researchers have
usually recorded D instead of We. Because We=p(vRe)?/(xD)
=const/D, the pair {o,We} can be easily replaced by the pair
{o,D} here.

Nevertheless, there are some common effects, and determina-
tion of cavity for a given pair {o,D} requires the fit of {X;,X,}
values with maps similar to those plotted in Fig. 4 for the EN-
hydrofoil. Returning to Fig. 1, one can see that such a fit leads to
numerical results that are in good agreement with measured val-
ues of the cavity length L.

One can find out from Fig. 4 that the body size (chord length)
very slightly influences dependencies X,(o), whereas X; signifi-
cantly depends on both ¢ and body size (chord length). Impact of
C¢ value on such results depends on dU/dx. For example, for the
body with hemispherical head at Re=2 X 10° with L=0.45D, a
30% increase from the used value 0.0164 of C in Eq. (9) results
in a 30% decrease in the predicted D, with keeping o practically
constant. For C— %, D would be reduced threefold and o would
be reduced by 2.5%.

(12)

Cavity Detachment on Axisymmetric Bodies

Comparisons of the predicted positions of cavity detachment
with experiments in axisymmetric flows are given in Figs. 5 and
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Fig. 5 Comparison of theoretical (lines) and measured posi-
tions of cavity detachment points (after [5], shown by symbols)
on axisymmetric body of D=0.045 m with hemispherical head.
The arc coordinate of detachment point is normalized by the
head radius D/2. The number in the legend indicates U,, (in feet
per second)

6. Axisymmetric flows as the primary tests are preferable, in gen-
eral, because the absence of lift removes additional effects that
may introduce difficulties in comparisons.

The cavity detachment abscissa over the slender body with
hemispherical head in Fig. 5 is the curvilinear coordinate counted
along the meridian section of the body. One can see in Fig. 5 that
the presented CCVL version satisfactorily describes the effect of
flow speed. The comparison of theoretical results to the experi-
mental data of [23] for the ellipsoid in Fig. 6 has a double signifi-
cance. First, it is the confirmation of the theory for another body
shape. Second, this comparison emphasizes the roles of surface
tension and body wettability: The angle S is close to zero for
metals, but it is ~/2 for Teflon®.

The difference in the cavity detachment for smooth bodies leads
to the difference in the cavity length. For cavities with detachment
points shown in Figs. 5 and 6, the detachment effect on cavity
length is shown in Fig. 7. The observed [23] cavity length for the
Teflon ellipsoid had variations from 1.75D at 0=0.2 down to L
=0.65D; thus, the advantages of the CCVL relatively ideal cavi-
tation increase with o. For a body with a hemispherical head, the
situation is similar.

The analysis of 3D cavitating flows around axisymmetric bod-
ies is presented here for slightly 3D flows at the small angles of
attack «. For these nonaxisymmetric flows, the inviscid flow was
computed with the 3D approach, whereas the boundary layer was
computed with the 2D equations along the ensemble of 3D
streamlines of inviscid flows around these bodies. Furthermore,
the 3D cavity pattern is computed as a combination of 2D cavities
in the artificial nonuniform 2D incoming flows, with the unper-
turbed pressure distributions determined from the above 3D invis-
cid problem. The combined mutual influence of these cavities is

0.2
AlumimLmN .
X,/D o S R
0 - =
-
e~ T
-~
— ™~Teflon
-0.2 B
-0.4
BV | oa--
06 - = (e}
0.2 0.23 0.26 0.29 0.32

Fig. 6 Computed and measured [23] abscissas of cavity de-
tachment X, on ellipsoids (x/D)?+(2y/D)?+(2z/D)>=1 made
from different materials: D=0.05 m, U,=18 m/s. Curve B-V
means ideal cavitation with Brillouin-Villat condition.

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



25 'I L/D

24 Hemispherical head
151
11
0.5
Ellipsoid
@ 4 o5 o o

Fig. 7 Effect of cavity detachment on cavity length: Solid
curves give results of the CCVL for D and U, employed in Figs.
5 and 6; dashed curves give results of ideal cavitation with
Brillouin-Villat condition

supposed to be negligible here. The application of this approach to
a 12 in. torpedo model is compared in Fig. 8 to cavity observa-
tions (by Gorshkov in a 1.3 m X 1.3 m test section with smoothed
corners of a water tunnel with closed recirculation in the Krylov
Ship Research Institute; the wall effect is taken into account in his
o values).

The Reynolds number in this experiment was quite high, but
the boundary layer upstream the cavity remains to be laminar (the
Michel criterion was used for the prediction of natural transition,
as was recently done in [15]). According to computations, there is
no significant scale effect on cavity detachment in the upper part
of the body, but the observed asymmetry of the cavity should
disappear with increase of Re with a factor 11 with and increase of
We with a factor 44.

Cavitation Detachment and Cavitation Inception

A challenging problem associated with determination of the
cavity location and size is the prediction of the cavitation incep-
tion number oy, defined here as a maximum possible value of o in

o=06

: D=1m, U~=40mis

\\‘;
Fig. 8 Cavitation patterns on the body of revolution at a
=3 deg. Body head similar to ITTC body head, but a little bit
blunter (its block coefficient, 2.5% greater). Solid lines show
the body contour (abscissa is normalized by D). Dashed and

dotted curves limit the computed cavity patterns. Observed
cavity patterns are shown by double arrows.
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Fig. 9 Cavity length over the ITTC body. Triangles and rhombs
show observed maxima and minima of L; the curve is the com-
putation result.

the steady flow at fixed Re and D. This definition is used in both
contemporary experimental practice and theoretical studies.

Although the cavitation inception can be significantly affected
by the water quality (as explained in [24]) and the presented
theory does not take into account the water quality effects, there is
a possibility to compare this theory with experimental data ob-
tained in facilities with the low gas content. For such facilities, the
gas pressure within appearing cavities differs insignificantly from
the vapor pressure and the actual cavitation number is very close
to the vapor cavitation number usually employed in presentations
of experimental data, as well as in our theory. It is important to
emphasize that in the CCVL, the cavity of the highest cavitation
number is not a cavity of the minimum size, and there are two
solutions for cavity length L(o) within a range of o. One can see
the computed dependency L(o) for International Towing Tanks
Committee (ITTC) body with the fixed {Re,We} in Fig. 9. The o
values do increase with L along the low-L branch of the depen-
dency (L), but this branch only represents a mathematical pos-
sibility. In reality, o(L) is a decreasing dependency and the de-
creasing branch of the computed dependency in Fig. 9 is in a good
agreement with the experimental data presented by Ceccio and
Brennen [25], taking into account the pulsation of the cavity.

For bodies with the hemispheric head in facilities with low air
content, the comparison of our computations with the experimen-
tal data on o;(Re, D), gathered by Billet and Holl [26] and Arakeri
and Acosta [16], is given in Fig. 10. There are two different trends
there. The first trend includes results for the body with a turbu-
lence stimulator only. The second trend accumulates all other re-
sults.

o
~
[¢]

Cavitation inception number
o
o
L}
» 0 ¢
o o
_'

T 2
~

A A -, 5

NAT A A - = =5T
A
0.25
5.4 5.6 5.8 6
Log Re

Fig. 10 Cavitation inception number for bodies with hemi-
spherical head versus Reynolds number for different calibers
D: “2” shows measurements with low air contain for D
=0.02 m, “5-T” show measurements for D=0.05 m with a turbu-
lence stimulator, and “5” shows measurements for this body
without this stimulator. Indexes of our computational curves
correspond to symbol indexes.

SEPTEMBER 2007, Vol. 129 / 1109

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Cp *2 . y/D
é 3a
T oF :‘§\ 3b
et 3 AN
-0.50 — 0.5
L 2
1
PR 4
0.75 - 0.25
-0.5 0 0.5 1 x/D 1.5
Fig. 11 Boundary layer effect on cavity shapes for 0=0.3 on

the body with hemispherical head. Curve 1 is the body contour;
curve 2 is C, for cavitation-free flow; curve 3 is the cavity sec-
tion at Re=5X10°%, D=0.05 m in turbulent boundary layer; curve
3a is the cavity section at Re=5X10% D=0.05 m in laminar
boundary layer; curve 3b is the cavity section at Re=107, D
=1 m turbulent boundary layer.

The first trend is related to the flow with the forced transition at
the abnormally low Re values. This trend was obtained with a
simplified method of simulating the stimulated transition (by
200% jumps of 8" at the point of stimulator location) and with the
oversimplification of the criterion of turbulent boundary layer
separation upstream of the cavity (using this criterion in the form
=28, after [17]). These simplifications have resulted in a quan-
titative disagreement between our prediction and the measure-
ments [16], but a qualitative explanation of the effect of stimu-
lated transition on cavitation can be done with the CCVL. As
shown in Fig. 11 plotted with the CCVL solutions, for a fixed Re,
the turbulent boundary layer can grow without separation up-
stream of the cavity, with much higher dCp/ds than the laminar
boundary layer can. Therefore, there is no equilibrium position for
the attached cavity in the low-pressure zone of the turbulent
boundary layer at low Re, and the cavity inception is delayed at a
quite low o. For the following significant increase of Re and D,
the cavity head goes upstream.

The second trend data do not collapse in a single dependency.
There is a difference between oj(Re) for different D. The larger
bodies have lower o;(Re) in both the presented theory and experi-
ments (as was noted by Keller [6] as well).

Thus, the demonstrated ability of the CCVL to predict o; for
sheet cavitation is related to the generally correct prediction of
cavity detachment. However, there are two conservation laws in
the integral form for 2D and axisymmetric incompressible bound-
ary layers. Therefore, an integral method can work with two un-
known functions only (for instance, & and 87). As a result, the
velocity profiles can depend on two parameters only. It limits the
accuracy of modeling with the CCVL, as manifested by the trend
for stimulated turbulent flow in Fig. 10.

Conclusions

The developed concept of cavitation within viscous layers
(CCVL) is an advanced modification of the classical cavitation
theory that operates with the traditional characteristics of cavita-
tion and with the traditional scheme of viscous-inviscid interac-
tion. The key point of this concept is that sheet cavitation itself
generates viscous separation on the body surface.

As has been shown, incorporating the surface tension effects in
consideration of the cavity head has a great significance in ana-
lyzing cavitation of the smooth-shaped bodies and hydrofoils. It
substantially improves the determination of cavity detachment for
hydrofoils and bodies of revolution. It leads to much better com-
putations of cavity sizes and the cavitation inception number.

On the other hand, the presented version of the CCVL employs
integral methods for all considered boundary layers. It may be a
cause of significant discrepancies between the computed and mea-
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sured data for some flows because the real cavitation flows are
very complex. There are large-scale two-phase turbulence struc-
tures, compressibility effects, and zones of massive flow recircu-
lation there. The mathematical UTCC methods generally have a
potential to take more of such physics into account. However, it
would require replacing the assumption of uniformly turbulent
cavitating flow and focusing on small important regions, such as
zones of cavity detachment, laminar-turbulent transition, etc.

Nomenclature
C = hydrofoil chord
Cc = empirical coefficient in the separation
criterion
Cp=2(P.—P)/
(pU%) = dimensionless pressure coefficient
D = body diameter
h = distance between the body surface and
S*
k" = variation of h from iteration to iteration
L=X,-X, = cavity length

N = normal to §

P = pressure within cavity,

P,, = unperturbed pressure

Re=DU./v = Reynolds number
Rey = abscissa-based Reynolds number

S = the entire boundary of inviscid flow
S* = part of S at Xy=x=X;
s = arc abscissa

U = velocity on §

U, = free stream speed

U" = distribution of U known from previous
iteration

u = velocity in the boundary layer
We:pUiD/ x = Weber number
X, = abscissa of boundary layer separation
point
X, = abscissa of cavity detachment point
X, = abscissa of cavity end
X3 = abscissa of boundary layer reattachment
to the body surface downstream of
cavity
X, = 5/3X5-2/3X,
x" = abscissa of boundary layer reattachment
to the cavity surface
Y. = ordinate of the cavity surface
6 = boundary layer thickness
& = displacement thickness
5™ = momentum thickness
A=X;—-X, = separation zone length
= surface tension coefficient
o= 2(P w—P C)/
(pU%) = cavitation number
o; = cavitation inception number
p = liquid density
& = velocity potential
¢ = auxiliary potential; perturbation of ®
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An Investigation of the
Relationship Between Acoustic
Emission, Vibration, Noise,
and Cavitation Structures on a
Kaplan Turbine

The goal of the study was to explain the relationship between different acoustic signals
and visual appearance of cavitation. Measurements of acoustic emission, vibration, and
noise were performed on a Kaplan turbine model, with only two blades, in a cavitating
condition. Since a model with only two blades was used, most of the side effects were
eliminated, and it was concluded that the cavitation itself is the source of the recorded
signal. Results showed an interesting relationship between the extent of the cavitation and
the recorded data from sensors. At a decreasing cavitation number, the recorded ampli-
tudes from all measurements first rose, experienced a local maximum, then fell to a local
minimum, and finally rose again. The cavitation was also visually observed. It was
concluded from the measurements that there are distinct correlations between acoustic
emission, vibration, and noise on one side and the topology, extent, and type of cavitation
structures on the other side. A physical explanation for the phenomenon was introduced
and included in a semi-empirical model that links the visual appearance of cavitation on
the blade of the turbine to the generated noise and vibration. [DOI: 10.1115/1.2754313]

1 Introduction

The phenomenon of cavitation, characterized by vapor genera-
tion and condensation, occurs frequently in hydraulic machines. It
causes vibration, increase of hydrodynamic drag, changes in the
flow hydrodynamics, erosion, thermal and light effects (such as
luminescence), generation of noise, and acoustic emission.

The most commonly used method for identifying the presence
of cavitation in hydraulic machines is based on observations of the
drop in efficiency. It must be noted that cavitation starts to de-
velop before the usual “critical” point, the 1% drop in efficiency
in turbine model testing. It is generally accepted that the pressure
for inception of cavitation is not constant and varies with fluid
physical properties and the surface roughness of the hydraulic
equipment. Other techniques, such as vibration analysis [1-3],
hydrophone observations, and application of the high-frequency
acoustic emission technique [4-6] in condition monitoring of ro-
tating machinery, have been growing over recent years. Typical
frequencies associated with these techniques range from 5 kHz to
1 MHz. On the other hand, in model testing, visualization of cavi-
tation is becoming an important aspect of cavitation research
[7-9]. The interesting trend, where when the cavitation number is
decreased, the measured signal first rises, experiences a local
maximum, then falls to the local minimum, and rises again, is
actually well known and was first reported by Pearsall [10] who
investigated cavitation noise and vibration in a centrifugal pump.
A similar trend on an inducer pump was also measured by Go-
palakrishan [11]. However, a thorough explanation of the trend
was never given.

This paper discusses the measurements of acoustic emission,
vibration, and noise on a two-bladed Kaplan turbine. Parallel to
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conventional measurements, images of cavitation structures were
recorded. It was discovered that a correlation exists between the
acoustic emission, vibration, and noise on one side, and topology,
type, and extent of cavitation structures on the other side. Finding
deterministic links between the acoustical signal and the cavita-
tion structures could lead to improvement of the monitoring and
control of hydraulic machines.

A physical explanation of the processes involved in the noise
generation is given in this paper. To quantify our observations, the
conclusions drawn from the results of experiment are introduced
as a semi-empirical model that also includes theories of cavitation
cloud collapse [12,13] and attenuation of the pressure wave [14].
A similar model was previously successfully used for the predic-
tion of cavitation erosion on different geometries [15,16]. The
present model could be used to predict the cavitation noise and
also to determine the type of cavitation that appears in turbines.

2 Experimental Setup

Experiments were performed at the low head closed-loop test
rig for Kaplan turbines (Fig. 1). Model tests were performed ac-
cording to IEC 60193 standard [17]. The flow rate was measured
with an absolute accuracy of +0.16% of the measured value (Ven-
turimeter calibrated with volumetric method) and £0.20% of the
measured value (electromagnetic flowmeter). The head was mea-
sured with an uncertainty of less than +0.1% of the measured
value.

Experiments were first conducted on a four-bladed Kaplan tur-
bine model with specific speed n,=3.21 and nominal outside di-
ameter of 350 mm. The Reynolds number was held constant dur-
ing the experiment Re=2.6 X 10° (based on the blade tip velocity
and the blade chord length).

Because of the distorted signals from noise, the measured
acoustic signals from the four-bladed turbine show an unclear
cavitation trend from the interaction of multiple blades. This un-
clear trend is also demonstrated from the visual measurements. In
order to isolate the cavitation features, a two-bladed Kaplan tur-
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Fig. 1 Low head closed-loop test rig for Kaplan turbine test-
ing: 1, model turbine; 2, motor-generator; 3, circuit pumps; 4,
pressure tank; 5, suction tank; 6, flowmeters; and 7 and 8,
regulation and by-pass valves, respectively

bine was therefore constructed from the original four-blade con-
figuration by removing two blades. The two-bladed turbine has, of
course, higher specific speed than the original. The efficiency of
the two-bladed turbine certainly deviates from the original design.
However, a similar cavitation condition and phenomena would be
expected with the same revolution speed, guide vane opening,
flow rate, cavitation number, and lower head as for the original
four-bladed turbine.

Because of the physical nature of cavitation, sensors with a
large frequency range were used. The acoustic emission sensor
and accelerometer were mounted on the flange in the horizontal
plane at the beginning of the suction tube. The hydrophone was
mounted on the suction tube close to the impeller. Actual positions
of the sensors, stroboscopic light, and the charge-coupled device
(CCD) camera can be seen in Fig. 2.

2.1 Acoustic Emission Sensor. For the detection of the high-
frequency noise, an acoustic emission sensor Kistler §152A1 was
used. It contains a piezoelectric element that detects acoustical
waves in solids with a frequency ranging from 50 kHz to 400 kHz
(x10 dB). The sensor was mounted according to ASTM E 650-85
standard [18]. It was connected to the signal-conditioning device,
a Kistler AE-Piezotron Coupler 5125A, which contains the sen-
sor’s current supply, the amplifier, a two-pole Butterworth high-
pass (50 kHz cutoff frequency), and low-pass (1 MHz cutoff fre-
quency) filters.

2.2 Hydrophone. A Bruel and Kjer (B & K) type 8103 high-
frequency hydrophone was used. It can be used for sound mea-
surements with a frequency ranging from 0.1 Hz to 180 kHz.
(x12.5 dB). The hydrophone was connected to the charge ampli-
fier B&K-type 2635. The hydrophone was submerged in a small

container filled with water and attached to the outside surface of
the draft tube. The acoustical signal was transmitted from the flow
field, through the Plexiglas and water to the hydrophone. To im-
prove the amplitude resolution of the high-frequency component
before A/D conversion, the low-frequency signal (up to 2 kHz)
was removed with an analog filter KEMO VBF42.

2.3 Accelerometer. A Bruel and Kjer type 4393 accelerom-
eter was used. It has a flat frequency response from 0.1 Hz to
~15 kHz. The typical mounted resonance frequency is ~55 kHz.
The calibration curve was considered so that the vibrations could
be measured almost up to the accelerometer resonance region (fre-
quency range 30-50 kHz (+7 dB)). Despite this deficiency, the
results were similar to those of the acoustic emission and hydro-
phone measurements. The accelerometer was connected to the
amplifier B&K-type 2635.

2.4 Data Acquisition. The acoustic emission, hydrophone,
accelerometer, and trigger signals were simultaneously sampled at
a 12-bit resolution with a 1 MHz sampling rate for 20 s to pre-
serve the full frequency range of each transducer for further analy-
sis. To avoid the possible aliasing phenomenon, the sampling fre-
quency was at least five times higher than the observed frequency
range. PC-based sampling was carried out simultaneously over
four channels using a National Instruments PCI-6110E A/D con-
verter card. Data sampling and post-processing were performed
with software developed in LABVIEW on 2 X 107 samples of com-
plete acquired signal from each transducer.

2.5 Blade-Passage Modulation Level. Amplitude demodula-
tion (or envelope analysis) is a method of signal analysis, which
includes elements of signal treatment in the time and frequency
domain. Shaft rotation in hydraulic machinery is a fundamental
motion that influences all other phenomena. Turbine blades en-
counter a nonuniform and nonsteady flow field at the entrance.
The dominant frequency contained in the cavitation signal is the
blade-passage frequency (BPF). The cavitation signal is modu-
lated by the blade-passage frequency. In order to demodulate sig-
nal, bandpass filters are used to extract the other frequencies. The
filtered signal is then processed by the Hilbert transform or by full
wave rectification to obtain the envelope signal. The Fourier trans-
form of the envelope represents the demodulated spectrum G ,(f).
The modulated intensity (power) I, is then

f2
IM=J GM(f)df (1)

N

Abbot et al. [3] showed that the blade-passage modulation level
(BPML) can be used as a measure of cavitation intensity on the
blade

Fig. 2 Experimental setup: 1, accelerometer; 2, hydrophone; 3, AE sensor; 4,
stroboscopic light; 5, CCD camera; 6, trigger; 7, stroboscopic main unit; 8, PC
with video grabber card; and 9, PC with data acquisition
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Fig. 3 Two-bladed impeller model efficiency at various cavita-
tion numbers

n

BPML = ., Gy(f) 2)

i=1

where BPML is a sum over blade-passage frequency harmonic
lines f; given in the demodulated spectrum.

The method can disclose the presence of amplitude modulation
of the high-frequency noise in hydraulic machinery. Since it is
sometimes difficult to distinguish between the basic flow noise
(structural and noncavitating) and the cavitation noise, it is useful
to apply the same technique also to signals of the noncavitating
flow [9].

2.6 Model Turbine Operation Conditions. The present
study concentrates on the most severe cavitation conditions, i.e.,
at the operating point with a full turbine discharge and a minimum
full-size turbine operating head. Cavitation measurements were
performed at a fixed model turbine head (5.4 m), flow rate
(0.44 m3/s), and rotational speed (900 rpm). Only the cavitation
number was changed by adjusting the absolute pressure in the
turbine draft tube. The definition of the cavitation number as used
in water turbine testing is

oo H,-H,—H, 3)
H
where H), is the atmospheric pressure, H; is the suction head, H,
gives the vapor pressure of water, and H is the net head applied to
the turbine.

At first, a negative suction head was achieved by applying over-
pressure in the draft tube (measuring points with cavitation num-
ber o higher than 4.6 in Fig. 3), then a vacuum pump was used to
achieve positive suction head up to the point of full impeller cavi-
tation. In this way, the full range of cavitation conditions was
tested.

3 Results of Measurements

Previous studies showed that signals of acoustical emission,
noise, and vibration will rise with decreasing cavitation number,
reach a maximum, and then fall in a very low cavitation number
region [9]. With the highly cavitating flow, the signal drops be-
cause highly compressible two-phase flow attenuates the pressure
wave and causes the fall of the measured signal.

In another commonly found trend of the acoustical signal with
the cavitation number, one would first observe a rise of the signal
to a local maximum, a fall to a local minimum, and a rise again
[10,11]. A clear and plausible explanation of such a phenomenon
was never given. Present measurements show a similar trend, and
this study focuses on explaining this phenomenon.
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Fig. 4 Results of measurements with acoustical emission
sensor

Diagrams of measured signals with three sensors, i.e., the
acoustic emission sensor shown in Fig. 4, the hydrophone shown
in Fig. 5, and the accelerometer shown in Fig. 6, in different
frequency ranges are presented. The data obtained from the acous-
tic emission sensor, the hydrophone, and the accelerometer are
normalized by their maximal values (BPML/BPML,,,,).

3.1 Results of Acoustic Emission Measurements. For the
acoustical emission measurements (Fig. 4), the frequency range
plays no role for the cases with higher cavitation numbers. Both
signals (in the frequency ranges of 60-120kHz and
180-300 kHz) begin to rise at approximately o=3.4, where cavi-
tation first occurs. A maximum of both signals is reached at o
=1.9. After that, the amplitude of the signals drops significantly
until a local minimum is reached at o=1.5. The amplitude of the
signal with the frequency range 180-300 kHz drops slightly
slower in this region, probably because the majority of the eigen-
frequencies of the pressure waves that are emitted during the cavi-
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Fig. 5 Results of measurements with a hydrophone

L —e— Vibration 5-15 kHz
08 1 —a— Vibration 20-25 kHz
g —e— Vibration 30-50 kHz
T 06
s
@
7 0.4
=
m
0.2 1
0
1.0 15 20 25 3.0 3.5

Fig. 6 Results of measurements with accelerometer
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tation cloud collapse also lie in this range [12,13]. At even lower
cavitation numbers (o-<1.5), both signals rise again.

3.2 Results of Hydrophone Measurements. For hydrophone
measurements (Fig. 5), the frequency range has greater influence
on the measured signal amplitude. Similarly to the acoustic emis-
sion measurements, the signals begin to rise at incipient cavitation
(0=3.5). The signal with the frequency from 200 kHz to
280 kHz rises the fastest since it is the closest to the eigenfrequen-
cies of the pressure waves that are emitted during the collapse of
vapor structures. The maximum of the three signals is not reached
at the same cavitation number—while the signals with the ranges
of 20-90 kHz and 100-140 kHz reach it at o=1.9, the signal
with the range of 200-280 kHz reaches it at approximately o
=2.1. The signal amplitudes drop when the cavitation number is
further decreased. Interestingly, the signal with the frequency
range of 200—280 kHz drops the fastest. The local minimum is
the same for all the frequency ranges at approximately o=1.5.
Also, similar signals can be seen in a region with o<<1.5.

It seems that the frequency range plays a major role in hydro-
phone measurements. The sensor responds much quicker (at lower
signal magnitude) when the range of frequencies is closer to the
eigenfrequency of the measured pressure waves.

It is possible that the structural response of the turbine and
other components might affect the measurements, but we believe
these effects are negligible in comparison to the signal of cavita-
tion. This is concluded from a noise measurement of nearly as low
as 40 dB for a noncavitating condition.

3.3 Results of Vibration Measurements. Accelerometer
measurements (Fig. 6) are again less dependent on the range of
frequencies. No significant influence can be seen even in the range
of 30-50 kHz, where the sensor resonant frequency could have an
effect. The signals begin to rise after the incipient cavitation oc-
curs (o=3.4). The maximum of all signals is reached at o=1.9,
and the local minimum occurs at o=1.5. The signals rise when the
cavitation number is further reduced (o<1.5).

It is clear that a sufficient explanation of signal trends cannot be
given at this stage. The local minima probably correspond to the
increased compressibility of the developed cavitating flow. Visu-
alization of cavitation was employed to determine the reason for
the increase of the amplitude at very low cavitation numbers.

4 Visualization of Cavitation Structures

A Sony HC-HRS50 progressive scan monochrome CCD camera
(internal/external synchronization for capturing up to 60 noninter-
laced frames per second at maximum resolution of 659 X 494 pix-
els) with Pentax C-mount lenses 12 mm /1.2 and a stroboscopic
light were used for image capturing and illumination, respectively.
The stroboscopic light and the camera were triggered at a specific
rotation angle of the turbine shaft using an inductive sensor. Im-
ages of the suction side of one blade were taken simultaneously
with the acoustic measurements. For each operating point, 600
images of the same turbine blade were taken during 40 s of data
acquisition (turbine revolution speed was 900 rpm). Images were
digitalized in real time with a National Instruments PCI-1409 im-
age acquisition board in an eight-bit color depth (256 levels of
gray level). In further analysis, only 500 images were retained
(100 images with the most differences from the average were
further discarded).

Figure 7 shows a typical image for the blade cavitation. One
can see the suction side of the blade. The cavitating flow can
occur at three typical positions:

* near the impeller hub-hub cavitation
* on the suction side of the blade-blade cavitation
e on the tip of the blade-tip cavitation

It is not necessary for the cavitation to be present at all three
positions. The blade cavitation, for example, occurs much later (at
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Fig. 7 A typical image with noted places of cavitation occur-
rence on the blade

a lower cavitation number) than the hub and tip cavitation. The
arc that can be seen in the bottom part of the image is the edge of
the suction tube (the same applies for the images in Figs. 8—10).

Figure 8 shows typical images of cavitation on the blade at
different cavitation numbers. The first operating point at cavitation
number o=8.11 displays one-phase liquid flow. Cavitation first
appears at cavitation number o=3.4 (Tipcipient=3-4). At first, cavi-
tation on the hub and on the tip of the blade is present (Fig. 8).
The cavitation pockets are first attached to the solid body (to the
blade and the hub). The separation of the cavitation clouds occurs

Fig. 8 Typical images of vapor structures at different cavita-
tion numbers
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Fig. 9

Image from the series (left), mean value of gray level u
(middle), and standard deviation of gray level s (right) for three
cavitation numbers

when the pressure is further decreased—at approximately o
=2.63. The position and type of the cavitation remain unchanged
until the cavitation number 0=2.097 is reached. At this stage, the
hub cavitation changes its type from cloud to bubble cavitation—
macroscopic bubbles (radii>1 mm) appear. Meanwhile, the tip
cavitation remains cloudy.

With the decreasing pressure, the cavitation on the hub and the
tip grows. At cavitation number o=1.9, the cavitation on the sur-
face of the blade appears in the form of macroscopic bubbles
(bubble cavitation). The types of cavitation remain the same (hub
bubble cavitation, blade bubble cavitation, and tip cloud cavita-
tion) until the pressure is decreased to the limit where supercavi-
tation on the blade occurs. The first glimpse of supercavitation can
be seen at cavitation number o=1.425; the cavitation covers en-
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TC | TC |H-B H-C
< B-S B-B [d-C T-C
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1.0
H-C...hub cloud cav.
0.8 T-C...tip cloud cav.
H-B...hub bubble cav.
é B-B...blade bubble cav.
5‘ 061 B-S...blade supercav.
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Fig. 10 A typical diagram of acoustical measurements with
noted corresponding cavitation types and positions
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tirely the blade at cavitation number 1.34. Meanwhile, it seems
that the tip cavitation remains cloudy and the cavitation on the
hub remains bubbly.

4.1 Image Post-Processing. Image post-processing is based
on the fact that image n with ij pixels can be presented as a matrix
with ij elements. With eight-bit resolution, there are 256 levels of
gray level for A(i,j,n), in which the matrix element can be 0 for
black pixel and 255 for white pixel

A(i,j,n) € {0,1, ...255} (4)
Each image is presented as a matrix
A(l,1,n) --- A(i,1,n)

(5)

A(1,2,n) -+ A(i,2,n)
tmage(n) = | A

A(1,j,n) A(i,j,n)

Interesting parameters are the mean value of gray level, u(i,j),
and the standard deviation of gray level, s(i, /), of the ijth matrix
element in the series of N images

N
1
e ]—VE‘T Ali,j,n) (6)
1 N
s(i,j) = HE [AGi,j,n) = pli, )T (7)

n=1

Results of functions u(i,j) and s(i,j) are best presented as con-
tour diagrams in matrix form,

w(1,1) m(i, 1)

O ®)
w(1,j) M(;’,J’)
s(1,1) s(i,1)

(i) = s(I:,Z) s(i:,Z) ©)
S(l-,j) S(l:,j)

Convergence of the mean value and the standard deviation of
gray level was studied to determine the minimum number of im-
ages that need to be included in the post-processing. The uncer-
tainty level of <1% for the mean value and <1.5% for the stan-
dard deviation was estimated for the case with 50 images [8].

4.2 Results of Image Post-Processing. In all, 500 images for
each operating point were used for the statistical evaluation of
cavitation. The mean value and standard deviation of gray level of
images were calculated. Figure 9 shows results of statistical evalu-
ation of images for three characteristic cavitation numbers (o
=2.36, 1.546, and 1.340). The left image in Fig. 9 is from each
series, the middle image represents the mean value of gray level
M, and the right one represents the standard deviation of gray level
s. We can interpret the mean value of the gray level as a parameter
that is related to the mean vapor volume fraction. Similarly, one
can look at the standard deviation of the gray level as a parameter
that defines the activity (dynamics) of cavitation. We can conclude
that both the vapor volume fraction and the dynamics of cavitation
increase as the cavitation number is reduced.

It is known that the cavitation appearance becomes stable as the
state of supercavitation is reached. In contrast to this, the standard
deviation increases. This is probably because the steady free sur-
face between the liquid and the vapor phase is still slightly oscil-
lating, but not in a form of cavitation cloud separations. This
phenomenon was more thoroughly investigated by Dular et al. [8].

Besides an expected increase of cavitation aggressiveness, the
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damping effects, which can be related to the vapor volume frac-
tion [14], will also increase. In the following sections, a discus-
sion of the effect of the increase in attenuation as a possible rea-
son for the measured signal trend is presented.

5 Discussion

Since the signals of acoustical measurements (Figs. 4-6) do not
vary significantly, the explanation and discussion of the relation-
ships between the acoustical measurements and cavitation appear-
ance are, in essence, the same for all the measured signals. Hence,
only the relation between the hydrophone measurements in the
range of 100—140 kHz and cavitation images is thoroughly dis-
cussed. The conclusions stated in this section are also valid for
other measurements (vibration, acoustic emission, and other hy-
drophone measurements).

Figure 10 shows the measured evolution of the hydrophone
signal (100—140 kHz) and the corresponding cavitation types and
positions. Inset pictures show raw images, mean values, and stan-
dard deviations at specific operating points.

The signal starts to rise after the incipient cavitation occurs (at
o=3.4). As mentioned before, first the cavitation on the hub of the
impeller and on the tip of the blade occur. Both regions of cavi-
tation are cloudy (the bubble sizes are up to 20 wm) and attached.
The signal rises exponentially as the cavity grows, and the cloud
separations begin to occur. At approximately o=2.1, the cloud
cavitation on the hub becomes partially bubbly—macroscopic
bubbles appear, the diameter of which are on the order of a few
millimeters. It is known that an implosion of a single macroscopic
bubble is usually less aggressive than an implosion of a cloud of
microscopic bubbles [13]. This is probably the reason that a small
decrease in the gradient of the amplitude versus o can be seen in
the diagram at this point (Fig. 10, and also in other diagrams of
acoustical measurements, Figs. 4-6). The gradient increases
again, after the tip cavitation grows slightly (at o=?2). At cavita-
tion number o=1.9, a maximum of the acoustical signal is
reached. At this stage, the blade starts to cavitate in the form of
macroscopic bubbles. If we move to the next operating point (o
=1.746), then the acoustical signal falls dramatically. The cavita-
tion on the other hand grows. The reason probably lies in the fact
that the hub cavitation grows to the point when it “chokes”
itself—the pressure wave that is emitted at a cloud collapse is
attenuated in a highly compressible two-phase bubbly flow region.
The pressure wave amplitude that comes from the hub cavitation
is, in fact, smaller at 0=1.746 than at 0=1.9, where the cavitation
extent is smaller. The gradient of the acoustical curve decreases
when the cavitation number is decreased. This is because the ex-
tent of the cavitation increases—while the part of the detected
signal from thehub cavitation decreases, parts of the signal from
the tip and the blade cavitation increase. They are not influenced
by the attenuation of the two-phase bubbly flow. The local mini-
mum is reached at approximately o=1.5. When the cavitation
number is further reduced, the cavitation pocket covers the whole
blade—supercavitation occurs. Here (at o<<1.5), a free surface
between the liquid and vapor phase exists. This situation is
unique, since the compressibility of individual phases is much
smaller than that of the bubbly two-phase flow, which was present
at higher cavitation numbers. The emitted pressure waves are
again faced with a smaller attenuation; hence, the detected ampli-
tudes are higher at very small cavitation numbers.

6 Model Development

On the basis of the above-mentioned interpretations, we can
formulate a physical model that links the information gained by
the visualization of cavitation structures to the results of measure-
ments of cavitation noise and vibration. This model is very similar
to the cavitation erosion model developed by Dular et al. [15,16]
that uses data from visualization as input for the prediction of the
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Fig. 11 Principle on which the model is based

distribution and the magnitude of damage. This can be done be-
cause the processes of cavitation erosion and cavitation noise and
vibration are strongly linked [19].

The phenomenon of cavitation noise generation is complex and
can be looked on as a sequence of several processes. The pre-
sented theory explains it in the following way (Fig. 11):

¢ Collapse of the cavitation cloud causes a shock wave that
spreads in the fluid.

* The magnitude of the shock wave is attenuated as it travels
through the fluid.

e The attenuation of the shock wave is predominately a func-
tion of the vapor volume fraction of the region through
which it travels.

Although results of acoustic measurements imply otherwise, the
cavitation aggressiveness (which would be manifested in effects
such as cavitation erosion) probably gradually increases as the
cavitation number is decreased and does not follow the trend mea-
sured by acoustical sensors, which are positioned “far” away
[8,19]. This hypothesis was partially confirmed by erosion tests
from previous studies on similar geometries, where increase in
erosion was found when the cavitation number was lowered
[20,21]. The measured trend is very probably solely a result of
attenuation of the pressure wave by the region between the cavi-
tation and the sensor.

6.1 Amplitude of the Emitted Pressure Wave. The power
and, consequently, the magnitude of the emitted pressure wave are
closely related to the velocity of the change of the vapor cloud
volume (velocity of cavitation cloud collapse) and to the sur-
rounding pressure [22]. We can write the following relation:

dv
PW{IVC = Ap( Z)
where Ap is the difference between the surrounding pressure and
vapor pressure (pg,—p,) and dV/dt is the change of the vapor
cloud volume in time .

The magnitude of the emitted pressure wave is proportional to
the square root of its power (po \Py,.). If we consider the sur-
rounding pressure to remain approximately constant, then we can
write that the distribution of the mean change in cavitation cloud
volume reveals the mean distribution of amplitude of the pressure
wave that is emitted by the cavitation cloud collapse.

Since the measurements of the instantaneous change of the
cavitation cloud volume is not possible (the image-capturing fre-
quency was much lower than the frequency of vapor cloud shed-
ding), a standard deviation of gray level was used as the parameter
to be related to the power of the emitted pressure wave. Standard
deviation can be used in this manner since it is a function of the
change of the gray level in the image as well as the cavitation
cloud volume. This hypothesis was confirmed by comparing re-
sults of the standard deviation and the time derivative of a se-
quence of images using high-speed movie [23].

(10)
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dv
gray level=f(V) = s (Z) (11)
The hypothesis is that the relation between the time derivative
of vapor cloud volume and the distributions of standard deviation
of gray level exists. A measure of the emitted pressure wave
power P, can be simply formulated in the following way:

Pwave & APE E Sij
i

where Ap is the mean pressure difference and s is the standard
deviation of a pixel in the series of images. It was found by
comparison of model predictions and from results of experimental
measurements of the emitted pressure wave magnitude by Hof-
mann [24] that a linear function shows the best correlation to the

experimental results [15,16],
S
P()=k\’stave=k\/APEzsi]:kl ~
b [\/APEESU]
i

(12)

(13)

In order to simplify the calculation at each operating point, the
expression inside the square root was normalized by its maximal
value (in this case, it occurred at the cavitation number o=1.34).

6.2 Attenuation of the Pressure Wave. As the pressure wave
travels away from its source, its energy is gradually converted into
heat. For our problem, the main energy loss mechanism is the
viscous losses generated from the friction within the fluid itself
[14]. In the present case, the pressure wave passes a highly com-
pressible two-phase region and also a single (liquid) phase region
before it arrives at the sensor (except for the last three operating
points, where supercavitation is present and only two regions with
small compressibility exist). The wave magnitude is attenuated
with distance x from the source according to
P =p067(2/3)(w2/pc3)7/x (14)
where w is the pressure wave frequency, 7 and p are the viscosity
and the density of the fluid through which the pressure wave trav-
els, respectively, and ¢ is the sonic velocity within the fluid
through which the pressure wave travels. The quantities p, 7, and
¢, are functions of the local vapor volume fraction a. The vapor
volume fraction « of the region where the pressure wave travels
through (the region between the cavitation cloud and the sensor)
can be related to the mean value of the gray level of the cavitation
images [25]. For the present study, the following relation was
used:

>

! J

23]

A maximal value was used to normalize the function.

a=fw =k X mwj=k (15)
i

6.3 Consideration of Sonic Velocity and Fluid Properties.
Experimental results show obvious influences of fluid properties
on cavitation aggressiveness. For example, it was shown that
when the experiment was conducted in water with high gas con-
tent cavitation aggressiveness (the amplitude of acoustical signals)
was smaller [8]. The main reason lies in the fact that the sonic
velocity is lower in water with high gas content. Consequently,
compressibility and pressure wave attenuation are higher. To con-
sider these effects, one has to introduce the properties of two-
phase bubbly mixture to the model.

The sonic velocity of fluid with the presence of gas bubbles is
given by [12]
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Fig. 12 Positions of masks that define different positions of

cavitation occurrence

o 1—a) |02
c={[p,(1 —a>+pga1( — )} (16)
KD gsur P

where p; and p, are the density of the liquid and gas, respectively,
a is the gas volume fraction, and « the polytropic constant of the
gas. The density and viscosity of the fluid considering the pres-
ence of gases are

p=ap,+(1-a)p (17)

and

n=an,+(1-a)y (18)
Results of Egs. (16)—(18) are included in the “final model
equation”—Eq. (20), where parameters of the fluid (sonic veloc-

ity, density, and viscosity) through which the pressure wave trav-
els are considered.

6.4 Formulation of the Integral Pressure Wave Amplitude.
The noise or vibration detected contains signals from cavitation
from the hub, blade, and tip. We must consider that pressure wave
first travels through a two-phase flow and then also through a
single-phase liquid flow before it reaches the sensor. The pressure
wave from a specific cavitation location is in respect to attenua-
tion rate (Eq. (14)); therefore,

Piig = (p()e—(2/3)(w2/p2pr%p) r]szzp)e—(2/3)(w2/plc?)7/1)(, (1 9)

The expression in the parentheses defines the amplitude of the
pressure wave on the boundary of the cavitation pocket (variables
p, 71, ¢, and x correspond to two-phase fluid—index 2p). The
added exponential function defines additional attenuation of the
pressure wave amplitude due to friction in single (pure liquid)
flow (variables p, 7, ¢, and x correspond to pure liquid fluid—
index 1). Finally, the pressure wave amplitude can be defined as
the sum of the pressures from specific locations defined by the
mask (Fig. 12) (from hub, blade, and tip)

) 3 5 3
ps= (170 hube—(2/3)(w 1P2p hub€2p, hub) ’hp,hubr‘zp,hub)e—(2/3)(w 101€7) M b
2 3
+ (p() bladee_<2/3)(w /pzp.bludeCZp.blude) ﬂzl)-blﬂdele’-,blﬂde)
3
X e~ 3@ i) 71 prage

2 3 5 3
+ ( Do ﬁpe_(zm(‘" 102, 1ip€ap.sip) ﬂz,;.up’fzp.[ip) e~ 23N pic) iy

(20)
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Table 1 Values of parameters used in the model

ky k3 X1
Region/coefficient (Pa) k, (m) (m)
Hub cavitation 6% 10° 0.3 0.07 0.2
Blade cavitation 6X10° 0.987 0.03 0.1
Tip cavitation 6% 106 0.241 0.01 0.01

The acoustical path considered in Eq. (20) does not entirely
reflect the complicated physical situation with the pressure waves
bouncing from different solid surfaces. The simplification is, how-
ever, reasonable since the possible reflected pressure wave is for
an order of magnitude smaller because of the high frequency and
additional viscous attenuation and energy loss at reflection.

6.5 Relation Between the Pressure Wave Amplitude and
the Acoustic Pressure. The acoustic pressure is by definition the
pressure variation around the mean pressure. We presumed that
the acoustic pressure amplitude is proportional to the pressure
wave amplitude ps (the acoustic pressure amplitude rises with
increasing pressure wave amplitude).

One can make such an assumption, since it is the pressure wave
ps that causes cavitation effects (such as erosion) and, therefore,
noise generation. The aggressiveness of these effects (and, conse-
quently, the generation of noise) is proportional to the amplitude
of the pressure wave py [19].

6.6 Acquiring the Data From the Images. As we can see
(Egs. (13) and (15)), we need to acquire the data composed of the
mean values and the standard deviations of the gray level to de-
termine the parameters of vapor volume fraction and the intensity
of cavitation implosion at the specific region (hub, blade, and tip).
For this purpose, masks were used so that only the gray level from
the desired region was considered for post processing (Fig. 12).

Another problem occurs when the shock wave travels through
the cavitation cloud. The thickness of the cavitation cloud defined
as X2p hubs X2p plade> AN X, i in Eq. (20) are approximated as the
functions of the mean value of the gray level in the region and

expressed as
pIPIY

Xyp = kEEM,, kzm
j i
] max

Again normalized values were used. Values of coefficients ki, k,,
k3, and the distances between the cavitation at the specific region
and the sensor x; pyp, X/plages and X; 5 are given in Table 1.

To determine the values of coefficients k;, k,, and k5 that are
used in Egs. (13), (15), and (21) information from literature and
some iterations are required. The shock wave magnitude at its
origin has not yet been experimentally determined because of the
effect of attenuation, but theoretical work by Brennen [12] and
Shimada et al. [13] set it on the order of 6 MPa. Some help was
also gained from experimental measurements of the shock waves
on similar geometries from Hofmann [24]. It was also shown by
the present authors [8] that using the value of 6 MPa works well
for prediction of the pressure wave amplitude. The coefficient k;
was chosen to fulfill the physical and empirical (from past studies
[12,13,24]) considerations of the shock wave values, so the maxi-
mum pressure wave amplitude of 6 MPa was assumed (k;
=6 MPa).

The coefficient k, varies significantly from one region to an-
other, since the vapor volume fraction varies according to the type
of cavitation (Fig. 8). The values were derived by iteration, but
physical background was considered. It can be seen from the
single images (Fig. 8) that, for the case of hub and tip cavitation,
maximal volume fraction does not reach values near to unity. This

(21)
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Fig. 13 Evolution of values of parameter k, during iterations

is because the vapor volume fraction is relatively low in cloud and
bubble cavitation. For example, Stutz and Reboud [26] report on
measurements of void fractions, where maximal values of up to
a=0.4 for the case of cloud cavitation were found. Hence, a maxi-
mum value of vapor volume fraction (coefficient k,) of a=0.4
(kp max=0.4) for these two regions was expected and also found.
On the other hand, in the region of blade cavitation, almost a
single vapor phase was approximated, since a supercavitation re-
gion exists here in the case of a maximum (Fig. 8). The final
values of coefficient k, were then determined by iteration until the
best correlation between the experiment and the model prediction
was found. The values are in agreement with experimental data
from past measurements of vapor volume fraction in cavitating
flow [26]. The evolution of values of k, for each iteration step are
presented in Fig. 13. One can see that the values k; yyp, K3 plades
and k; ;;,, converge to the final values regardless of the initial value
(cases for initial values of 0.1 and 0.9 are presented). The coeffi-
cient k3 defines the maximal thickness of cavitation—values were
measured directly from the images. The values of densities and
viscosities of water and water vapor (p,, p,, v, v,) and the sonic
velocity (c;) and water vapor pressure (p,) correspond to the am-
bient temperature of 20°C. The system (surrounding) pressure
was pg,;=22,500 Pa.

A value of f=0.5 MHz for frequency of the pressure wave was
chosen on the basis of studies of Shimada et al. [13] and Lohrberg
et al. [19] and also on the basis of measurements of pressure
waves on similar geometries done by Hofmann [24].

In order to present the model in a clearer way, Fig. 14 shows the
whole path from image capturing to the prediction of the pressure
wave amplitude for one operating point (one cavitation number):

1. 500 images of cavitation structures are captured (Fig. 8).

2. By means of statistical evaluation (Egs. (5)—(9)), the mean
value and the standard deviation of the images are deter-
mined (Fig. 9).

3. Masks that determine the position of cavitation are gener-
ated (Fig. 12).

4. Parameters in Table 1 (k;, ky, k3, and x;) are determined on
the basis of references, iteration and present experiment (see
Sec. 6.6).

5. Po (Pohubs Poplades Poyip) is calculated by Eq. (13), where
matrix of standard deviation is used as an input. Masks and
parameters from Table 1 are also used in this step.

6. Void fractions « for each region (hub, blade, and tip) are
calculated by Eq. (15), where matrix of mean value is used
as an input. Masks and parameters from Table 1 are also
used in this step.

7. Physical properties and void fractions « are used to deter-
mine the properties of the two-phase flow region through
which the acoustic wave travels (7, hub> 72p plades 72p tip»

Paphubs  P2pblades  P2ptips Copiip)  (Egs.

C ub»
(16)-(18)) e

C2p.blade>
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Fig. 14 Graphical representation of the model structure

8. The thickness of the cavity (X2, hub» *2p,blades X2p,tip) 18 calcu-
lated by Eq. (21), where parameters from Table 1 are used as
an input.

9. By introducing parameters of single (pure liquid) fluid (7,
p1» ¢ and distances between the cavity and the sensors
(X1, hub> *1,plade> X1ip)> attenuation rate and, finally, the sum of
the pressure wave amplitude are calculated by Eq. (20).

7 Results of Predictions

As already mentioned, we made a presumption that the acoustic
pressure amplitude is proportional to the pressure wave amplitude
ps and that the acoustic pressure amplitude rises with increasing
pressure wave amplitude. Hence, a comparison of results of mea-
surements of acoustic emission in the frequency range from
60 kHz to 120 kHz and the model prediction of the pressure wave
amplitude is shown in Fig. 15.

One can obviously see the resemblance of the two curves. The
model predicts that the pressure wave amplitude begins to rise as
cavitation first appears (at cavitation number o=3.4). The pre-
dicted pressure wave amplitude exponentially rises as the cavita-

250 1 r25
—o— Noise measurements
200 A o F2
——Pressure wave prediction
g 150 1.5
g '
o g
o
100 4 12
50 r F 05
0 ¥ T T ™ * T r 0
1.0 1.5 20 25 3.0 3.5 4.0 4.5 5.0

o3

Fig. 15 Results of noise measurements and model predictions
of the pressure wave amplitude
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tion number is decreased and reaches a maximum at the same
operating condition at which the maximum of acoustic emission
was measured (at cavitation number o=1.9). The model then cor-
rectly predicts the decrease in pressure wave amplitude and later
an increase as the operating pressure (cavitation number) is low-
ered. The maximal predicted amplitude of the pressure wave is
~2.4 MPa, which corresponds very well to the measurements of
Hoffman [24].

For better understanding of how the model works, it is conve-
nient to plot the individual contributions of each cavitation region
(hub, tip, and blade), which adds to the sum of the pressure wave
amplitude (Fig. 16). The model predicts that the pressure wave
from the tip cavitation will rise exponentially as the cavitation
number decreases. It will reach a maximum at approximately o
=1.9. Then a sudden decrease occurs as a result of “choking.” Its
predicted amplitude falls to almost 0 at o=1.5. After that, super-
cavitation occurs and a signal of higher amplitude is predicted. As
can be expected, the cavitation on the tip of the blade adds the

201
—t— Pressure wave from tip

1.57 =o= Pressure wave from hub
- —o=Pressure wave from blade
©
S 104
o

0.5

o] T
1.0 3.5

Fig. 16 Predicted pressure wave contributions of each cavita-
tion region
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biggest portion to the sum of the predicted pressure wave ampli- Psuer = surrounding pressure (Pa)

tude. This is because it is the closest to the sensors’ location, and p, = vapor pressure (Pa)
therefore, the attenuation is the smallest. ps = integral pressure wave amplitude (Pa)
In the case of hub cavitation, the model predicts a monotone Ap = pressure difference (Pa)
increase of cavitation intensity until a plateau is reached at o po = pressure wave amplitude at its source (Pa)
=2.0. The predicted pressure wave from this region stays almost Pyae = pressure wave power (W)
constant until 0=1.8 is reached and then falls to a negligible Q = volume flow (m3/s)
value. Similarly to the case of tip cavitation, a pressure wave is Re = Reynolds number Re=ul/v
predicted as the cavitation in this region takes the form of super- = standard deviation

cavitation.

In contrast to hub and tip cavitation, the blade cavitation occurs
later (at a lower cavitation number). Its influence is first predicted
at 0=2.3, but the pressure wave amplitude does not increase sig-
nificantly until o=1.8. After that, the intensity decreases to almost
0. Again at 0=1.5 in the regime of supercavitation, an increase of
the pressure wave amplitude was predicted.

s
t = time (s)
V = volume (m?)
u = blade tip velocity (m/s)
x = distance (m)
x; = distance in liquid (m)
X, = distance in two-phase flow (m)
a = vapor volume fraction
n = dynamic viscosity or efficiency (Pas)
m = liquid dynamic viscosity (Pas)
7, = vapor dynamic viscosity (Pas)
Kk = polytropic constant
M4 = mean value
v = kinematic viscosity (m?/s)
p = density (kg/m?)

8 Conclusions

A study of acoustical measurements on a two-bladed Kaplan
turbine model in various cavitating conditions was presented. In-
teresting results that could not be unveiled previously were ob-
tained. As the cavitation number was decreased, all signals expe-
rienced a maximum, local minimum, and later (at even lower
cavitation numbers) another increase in amplitude. Visualization

of the cavitation was done, and a relatively simple statistical pi = liquid density (kg/m’)

evaluation of captured images was performed. A hypothesis that p, = vapor density (kg/m?)

the mean value of the gray level is related to the local vapor o = cavitation number (Eq. (1))

volume fraction and that the standard deviation of the gray level is o = pressure wave frequency and revolution speed
related to the dynamics of cavitation was made on the basis of (rad/s)

previous studies.
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Introduction

Vapor production from cavitation extracts the latent heat of
evaporation from the surrounding liquid. This decreases the local
temperature and then the local vapor pressure in the vicinity of the
cavity. This is called the thermodynamic/thermal effect of cavita-
tion. The thermodynamic effect of cavitation could be ignored for
usual applications, especially with water at ambient temperature,
but is much more important for cryogenic fluids, such as liquid
oxygen (LOX) and liquid hydrogen (LH2). For example, the suc-
tion performance of a turbopump inducer for a liquid propellant
rocket engine is much better if operated with cryogenic fluids than
in water. The development of the cavities is suppressed because of
the lowered local vapor pressure due to the thermodynamic effect
of cavitation.

The installation of an inducer just upstream of main impeller is
one of the most effective ways to improve the suction perfor-
mance of turbopumps, and most liquid propellant rocket engines,
such as SSME, ARIAN V, and LE-7, employ an inducer for LOX
and LH2 turbopumps. However, it is well known that the cavitat-
ing inducer often causes cavitation instabilities, such as rotating
cavitation and cavitation surge [1]. Thus, in order to achieve more
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ments to clarify the research needs for deeper understanding. [DOI: 10.1115/1.2754326]
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reliable turbopumps, it is important to understand the thermody-
namic effect of cavitation on the cavitation instabilities for cryo-
genic fluids as well as the quantitative evaluation of the suction
performance.

Many studies have been done to clarify the thermodynamic
effect of cavitation. The most important study especially for the
thermodynamic effects in pumps might be Stepanoff’s [2]. In this
work, the B-factor is defined to correlate the suction performance
with the thermodynamic properties of working fluids with the idea
of the latent heat exchange between vapor and liquid phases. Rug-
geri and Moore [3] also derived an empirical formula to estimate
the thermodynamic effect mainly for turbopump inducers of
rocket engines. Recently, Franc et al. [4] experimentally investi-
gated the thermodynamic effect of cavitation in a four-bladed in-
ducer by using Freon R-114 instead of cryogens as a thermosen-
sible working fluid. They found that the thermodynamic effect in
R-114 is significant for the development of the leading-edge cav-
ity, while there is a critical cavity length for both cold water and
R-114 at which the alternate blade cavitation starts to occur. Cer-
vone et al. [5] also examined a cavitating helical inducer with cold
water at 293 K and hot water at 343 K to investigate the thermo-
dynamic effect on cavitation instabilities. Yoshida et al. [6] inves-
tigated the thermodynamic effect in a three-bladed inducer by
using liquid nitrogen (LN2). In their inducer, the cavitation surge
was observed in the cold water operation, whereas it never oc-
curred in the LN2 case. Then, in general, the occurrence of cavi-
tation instabilities is considered to be dependent on the thermody-
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namic effect of cavitation. Probably because an experimental
study using the real cryogenic fluids is technically and economi-
cally difficult, information on unsteady cavitating flow in cryo-
genic inducers has been insufficient. In such a situation, it is dif-
ficult to understand the thermodynamic effect on cavitation
instabilities only from experiments.

From the numerical/analytical point of view, Billet and Weir [7]
and, later, Fruman et al. [8] constructed a vapor entrainment
model to predict the thermodynamic effect based on the experi-
mental correlation between the vapor flow rate and the gas flow
rate in a ventilated cavity geometrically analogous to a natural
cavity. Kato [9] proposed a simple model expressing the heat
transfer around the sheet cavity as a one-dimensional partial dif-
ferential equation of unsteady heat conduction. Tokumasu et al.
[10] investigated the thermodynamic effect on closed sheet cavi-
ties by combining Reynolds Averaged Navier-Stokes (RANS)
simulation with Kato’s model. Tani and Nagashima [11] simulated
the cavitating flow around a hydrofoil with cryogenic fluids by a
bubbly flow model based on the Rayleigh Plesset equation. More
recently, Hosangadi et al. [12] succeeded in simulating the cavi-
tating flow in a flat plate inducer with liquid hydrogen, and com-
pared the performance to that with cold water. Many numerical
simulations are being developed. However, most of them are lim-
ited to steady analysis, and the impact of the thermodynamic ef-
fect on cavitation instabilities, such as rotating cavitation and
cavitation surge, is still unclear.

We have already reported an analytical method of the thermo-
dynamic effect on steady, partially cavitating flow [13]. In this
work, a singularity analysis is combined with a heat transfer
model proposed by Kato [9], which expresses the heat transfer
outside of the cavity by a one-dimensional unsteady heat conduc-
tion model. In the present paper, we extend the study into the
unsteady analysis to examine the thermodynamic effects on rotat-
ing cavitation. The results are qualitatively compared to existing
experiments to clarify the research needs for deeper understand-
ing.

Fundamental Flow Field

We consider a flat plate cascade with the chord length C, the
spacing /, and the stagger angle 3, as shown in Fig. 1. We assume
that the flow far upstream is uniform with the magnitude U and
the angle of attack @. We define the blade index n by taking into
account the number of blades N; the blade on the x-axis is given
the index n=0, and the index increases in the y direction and
returns to n=0 at the Nth blade. We consider the partial cavitation
with cavity length /, on each blade fluctuating with a complex
angular frequency w. Assuming the interblade phase difference of
fluctuations, A¢=27m/N (m: number of cells), we can simulate
the circumferential propagation of fluctuations in rotating cavita-
tion.

The flow disturbance due to the cavities and blades is expressed
by source distributions ¢, representing the cavity thickness, bound
vortex distributions ;,, and 7,, representing the blade loading,
and trailing vortex distributions 7, representing the free vortices
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1st blade _ - -~

from the blades. These singularities are distributed along the
blades and their extensions downstream, assuming both steady
and unsteady flow disturbances are small. Then, the complex po-
tential W and the complex conjugate velocity w can be written as
follows:

W(z,t) =

i Z+ _E |:j (qn+ ZYIﬂ)F (Z f)df

T =0

C B3
+i f Yol {z. EdE+i f ylnFn(Z’g)d§j| (1)
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dz
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/ C

n

_ T _i(w2-p) ™ —i(m/2-p) _ T
fa(z,6) = Nhe cot[ (z—§&)e N ] + Nhe
4)

where i denotes the imaginary unit in space. We introduce the
following coordinates s; and s, along the cavity and the blade, to
take account the fluctuating cavity length /,,

E=1l,s, (for 0<é<, 0<s<1)
&)

E=(C-1,)5,+(21,-C) (for [,<¢é(<C, 1<5,<2)

We define the all strength of singularities in these coordinates and
divide them into steady and unsteady components as follows:

q,(s1,1) = q(s7) + G(s7) exp j(ot —nAg)

Yin(81,0) = v15(s1) + ¥1(s1) exp j(wt — nAg)

Yan(s2,1) = Ya,(52) + ¥(s) exp j(wt — nAg) (6)
71n(69t) = 7f(§) exXp .](wt - }’lA(,D)

1,(t) =1, + [ exp j(wt —nAg)
We have already assumed that the steady components are identical
for all cavities and blades; thus, the fluctuations around the steady
flow with identical cavities for all blades are considered. The
imaginary unit in time j has been introduced in Eq. (6), and we
should note that ii=jj=—1 but ij #—1.

After substituting Egs. (5) and (6) into Eq. (3), we divide the
velocity into the uniform steady velocity Ue™, the steady distur-
bance (u,,v,), and the unsteady velocity disturbance (i7,0) as fol-
lows:

u=U+u,+ie’, v=Ua+v,+0e (7)

<|uyl, |vs| <U. Linearizations are made throughout the present
study based on these assumptions.

Boundary and Complementary Conditions

We assume that the cavity is sufficiently thin so that all bound-
ary conditions are applied on the blade surfaces. Because of the
periodicity, the boundary and complementary conditions for the
Oth blade are just satisfactory to solve the problem and are applied
in the coordinates fixed to the fluctuating cavity defined by Eq.
(5). Because the boundary and complementary conditions for the
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steady components are the same as in the previous study [13], we
concentrate mainly on the unsteady components in the following
subsections.

Boundary Condition on Cavity Surface. We assume that the
pressure on the cavity surface is equal to the vapor pressure. Un-
der the presence of the thermodynamic effect of cavitation, the
vapor pressure is locally different due to the temperature depres-
sion around the cavity surface. We assume that, for simplicity, the
equilibrium condition is locally sustained during the evaporation
and condensation processes and employ the Clausius—Clapeyron
equation to relate the vapor pressure to the temperature. Applying
the Clapeyron—Clausius equation on the cavity surface at £ along
the blade from the leading edge, we obtain,

P& =)

where Py(£) and 6,(£), respectively, denote the amplitudes of un-
steady vapor pressure and temperature on the cavity surface, and
L, py, and T, are the latent heat of evaporation, the density of
vapor phase, and the temperature at the upstream infinity. Substi-
tuting the above equation into the linearized momentum equation
on the cavity surface, we obtain

wil(§) o[l pv\ L d (8.8
oo Tae\Tu )T\, ) iRag\ T, ®)
E\ U pr/ UdéN T,

where ii.(s;) denotes the amplitude of the unsteady velocity on the
cavity surface defined in the stationary coordinate. To solve Eq.
(8), we need the boundary value of the unsteady component of the
velocity iz, on the cavity at the leading edge (¢=0), which is
obtained by applying the unsteady Bernoulli’s equation between
the cavity leading edge and the upstream infinity.

IRe{W(= ) - W(0)}]
at

+ Ul (0)=0 9)

~

By using i, (¢), the boundary condition on the cavity surface in
the coordinate fixed to the fluctuating cavity can be expressed as
follows:

ducsz
dsy [

w(lysy + 0i) = it (s1) = i, (L;s1) + 5 (10)
where u.,(s;) denotes the steady component of the velocity on the
cavity surface and ii.(s;) denotes the amplitude of the unsteady
velocity on the cavity surface defined in the coordinate s; fixed to
the fluctuating cavity.

Boundary Condition on a Wetted Surface. We employ the
following flow tangency condition on the wetted blade surfaces:

5(lys, +0i) =0

(11)
17[(C— lo)S2 + 2(10 - C) + Ol] =0

Kutta’s Condition. We assume that the pressure difference
across the blade vanishes at the trailing edge. This condition can
be obtained by applying the linearized momentum equation on
both surfaces of the blades and expressed as follows:

1 2

d

E[f 710(S1)lodsl+f 720(52)(C—lo)d52] +Uy(2)=0
0 |

This equation is equivalent to the Kelvin’s circulation conserva-
tion law and determines the strength of the free vortex y,((2) shed
on the main flow U from the trailing edge in accordance with the
change in the blade circulation. Assuming that the trailing free
vortices are transported by the main flow U, we obtain the follow-
ing free vortex distribution:
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Fig. 2 Control volume for continuity equation

cjeE-0)
U ] (12)

¥, = %(2) eXp|:

Cavity Closure Condition. We employ the closed-cavity
model for its simplicity. The cavity thickness 7(s;,#) should be
determined to satisfy the following kinematic boundary condition
on the cavity surface:

gy 1 ( dlo) /)

—+ | U=-s51— | — =vlps; +0i) = go(s

a Yar s, (los ) =4qo(s1)
After dividing this equation into the steady and unsteady parts, we
linearize and integrate them. Then, we can obtain the steady and
unsteady components of cavity thickness. The unsteady cavity
thickness 7(s;) is expressed as follows:

L _ , T
sy = f G(spe o=Vt + — f (1
U 0 U 0

+ j(x)lSSi U)qx(si)e_jwls(xl_x;)/udsi

Imposing the condition of zero cavity thickness at the cavity trail-
ing edge, we obtain the following cavity closure condition:

7(1)=0 (13)

Heat Exchange Between Cavity and Surrounding Liquid.
Vapor production from cavitation extracts the latent heat of evapo-
ration from the surrounding liquid. This is called the thermody-
namic effect of cavitation. In the previous report for steady cavity
[13], we have modeled the thermodynamic effect of cavitation,
using the heat conduction model developed by Kato [9] for the
liquid flow external to the cavity to evaluate the rate of evapora-
tion. In the present study, we extend the model for unsteady flows.

In the original model proposed by Kato [9], a parabolic velocity
profile is assumed for the vapor flow inside the cavity. However,
for simplicity, we herein assume that the flow inside the cavity is
uniform in the y direction with the velocity on the cavity surface.
For more accurate calculations, we must model the velocity pro-
file inside the cavity, which satisfies the momentum balance, tak-
ing account of the above-mentioned vapor pressure distribution.
At the same time, we should consider the fact that, in many cases,
we have the two-phase (liquid-vapor) structure inside the cavity
rather than the single-phase cavity as a vapor pocket. Modeling
these physical aspects is still a challenging problem, and we
would like to investigate it in our future study.

Considering the continuity relation in the control volume inside
the cavity as shown in Fig. 2, we can relate the local evaporation
velocity V,, with the source distribution ¢ as follows:

(97]0 1( dl())(??']o
Vo=—| —+—\U-s;— | — | =- N
0 [&t I S1 dr | ds, qo(s1,1)

Then, the unsteady heat flux gz(s;) across the cavity surface, de-
fined in the coordinate s, fixed to the cavity, can be related with
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the unsteady source distribution g(s;), as follows:
gr(s1) = pyLV =— pyLql(s,) (14)
where L denotes the latent heat of evaporation.
Because of the heat flux across the cavity surface, there appears
a temperature distribution around the cavity. We assume that the
heat conduction in the main flow direction (x) is negligibly small
and consider the heat conduction only in the normal direction (y)
of the cavity surface. The temperature increase (in actual flow,
decrease with negative quantity) AT due to the cavity develop-
ment should satisfy the following linearized energy equation for
inviscid flow.

PAT
a2

dy
where a denotes a thermal diffusivity. The turbulent diffusivity
factor & [9] has been employed to take account of the enhance-
ment of thermal diffusion due to the turbulent flow around the
cavity.

We divide the temperature increase A7 into steady and un-

AT JAT
ot ax

steady components AT, and 6(x,y) as follows:

AT = AT,(x,y) + 6(x,y) exp jot

Applying the above energy equation to the flow field around the
cavity on the Oth blade and solving it analytically under the
boundary condition of AT=0 at the leading edge of the cavity, we

obtain the amplitude of unsteady temperature increase 6(x,y) as
follows:

y2 )
x exp(—
= y = ielU) e 4K, (x - §)
o — 9 -~ Tp 577 4
) \v"Ter 0 (e (x— 5)3/2 ¢

where K|, is defined here as K,=ea/U. In this equation, we have
defined the temperature increase along the cavity surface as fol-
lows:

AT, (&) = 0,,(8) + 0.(&) exp j(wi - nA¢)

where 6,,(€) denotes the steady temperature increase and 6,(£)
denotes the amplitude of the unsteady temperature on the cavity
surface. Then, the temperature gradient normal to the cavity sur-
face is derived as

do(x,y) 1 A0 w-
= -6,
oK, f & U (&)

i@V

(x _ 5)1/2

lim

d
y—0 dy ¢

0
(15)

By equating the heat flux g7,,=—&\(dT,,/3y)|,=o with Eq. (14), we
obtain
1doo o~ } o (@IU)(=8)
=09 | —————d
,fo [ dé ]U €3] To(r— g)_l/z 3

Lt () E[z s_@z]
T CT\p,) VKLU Uds, I,

Analytical Method

The unknown quantities in this problem are the steady and un-
Steady Components of qn(sl st)’ 'yln(sl ’t)? 712n(51 st)’ '}’m(g,t), ln(t)9
uq,(s1,1), and AT, (€,1). Discretizations of singularities distributed
along the blades and cavities are made in the same manner as in
the previous report [13]. The nodes are distributed more densely
near the leading and trailing edges of the blades and cavities. The
control points, where boundary conditions are applied, are placed
at the midpoints between each node.

(16)
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Table 1 Values of 3" estimated for the other studies
T, U,

Researcher Application Liquid (K) (m/s) X°
Hord [15] Hydrofoil ~LH2  22.15 66.8 753
Tagaya et al. [16] Hydrofoil ~ H20  413.15 14 118
Fruman et al. [8] Venturi R-114 310 31.0 204
Franc et al. [4] Inducer R-114 310 34.0 202
Franc et al. [4] Inducer H20 290 340 0.013
Yoshida et al. [6] Inducer LN2 80 150.4 14.16
Yoshida et al. [6] Inducer LN2 76 150.4 6.88
Tokumasu et al. [10] Hydrofoil LOX 90 11.11 134
Tani and Nagashima [11] Hydrofoil ~LN2 77 5 924

The analytical method to obtain the steady components, includ-
ing the steady temperature distribution, is the same as that de-
scribed in the previous report [13]. It has been found that the
steady quantities are functions of o/2a, where o is a cavitation
number defined as o=2[P..—P,(T..)]/ p, U

The unsteady components are determined from the boundary
and complementary conditions Eqgs. (8)—(16). After the discretiza-
tions, we obtain a set of linear equations for the unsteady compo-
nents as follows:

[A,(,®)]0=0

SYpali,, ...

0={G, ... %, - Vs - O YT (17)
where A, (I, w) denotes a coefficient matrix. For the existence of
nontrivial solutions, the determinant should be equal to zero. This
condition gives the characteristic equation, from which we can
obtain the complex angular frequency w. The complex propaga-

tion velocity in the reference frame moving with the cascade is
defined as

where Ur denotes the moving velocity of the cascade. Then the
complex propagation velocity in the absolute frame, k', can be
obtained as follows:

K =kp+ jk; = (1= kg) + jk, (18)

where the real part k; denotes the propagation velocity ratio in the
absolute frame, defined as the propagation velocity of fluctuations
normalized by the moving velocity of the cascade. The value with
k;> 1 means that the corresponding mode is the forward rotating
mode, in which the fluctuations propagate faster than the impeller
rotation. This mode is often observed in experiments. The imagi-
nary part k; denotes the decay rate, and k;<0 means that the
corresponding mode is destabilizing.

We can find from Egs. (8), (10), and (16) that the unsteady
velocity on the cavity surface ii.(s;) is directly related to the un-
steady temperature distribution. Then, the thermodynamic effect
of cavitation can be represented by the following thermodynamic

parameter X"
5o L (&v)"’ <
CpT:\ pp. al?

Because the unknowns representing the steady flow, including the
cavity length [, are functions of ¢/2a and X", we can conclude
from Eq. (17) that the complex angular frequency w as well as the
unsteady components are also functions of o/2« and 3"

The parameter 3" is equivalent to Brennen’s 3" [14], which is
derived from the thermodynamics of a bubble flowing along the
suction surface of the blade. It can be also obtained by normaliz-
ing the Stepanoff’s B-factor B=C,T../L*(p;/py)*. Table 1 sum-
marizes the values of 3" estimated for various studies, from which

(19)
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Fig. 3 Steady cavity length versus o/2«

we can find that 3 takes 0~1000. Note that the larger value of 3"
can be seen in the experiments with hydrofoils. For cryogenic
inducers, 3" takes a relatively smaller value because the rotational
speed is quite large.

In the present study, geometrical parameters of the cascade are
set as the solidity of C/h=2.0, the stagger of S=75.0 deg, and the
number of blades of N=3 and 4. The angle of attack «=5.0 deg is
used when needed. The turbulence diffusion factor & is unknown,
but is set to be £=4000 throughout the present study. This value is
smaller than Kato’s £=10°, but is still quite large for the turbulent
diffusivity factor. One of the possible explanations for this is that
we treat the filmlike cavity as being filled with vapor. If we have
the liquid phase inside the cavity (e.g., bubbly flow or vapor flow
containing many droplets), then a smaller amount of evaporation
will be needed for a cavity of the same size to be formed. Then,
less diffusivity will be required.

The thermodynamic parameter 3" is set to be 0, 20, 40, and
100. We have confirmed that the results for X"=0 agrees with
those obtained by Watanabe et al. [17], where the thermodynamic
effect is not considered. The numbers of nodes for the discretiza-
tion of singularity distributions are 37 both for cavity and wetted
surfaces of each blade. It is confirmed that the numerical uncer-
tainty is within 1% of the solutions.

Results and Discussions

Figure 3 shows the cavity length plotted against the cavitation
number obtained by the present analysis for the case with N=4.
The cavity length is normalized by the blade spacing 4. We have
two sets of solutions; one of them corresponds to the equal length
cavitation, where the cavities are identical on all blades. The other
is the alternate blade cavitation where the cavity length on the
blade changes alternatively from blade to blade, obtained in the
case of even blade number. We can see that, as 3" increases, the
growth of equal length cavitation is suppressed and the onset re-
gion of the alternate blade cavitation moves toward a smaller cavi-
tation number region. The transition from the equal length to the
alternate blade cavitation occurs with [/h=~0.65 for X"=0. The
cavity length for the transition slightly increases with the increase
of 37,

Various modes of cavitation instabilities are obtained from the
characteristic equation derived from Eq. (17) representing the
fluctuation around the steady solution of the equal length cavita-
tion shown in Fig. 3. Rotating cavitation is one of those modes
propagating from blade to blade with a phase difference A¢ be-
tween blades. We hereafter concentrate on the lowest mode of
forward rotating cavitation, which is often observed in the experi-
ments.

Figures 4(a) and 4(b) show the propagation velocity ratio kj
and the decay rate k; for the cases with the blade number of N
=3 and 4, respectively. The region with the negative value of k;
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Fig. 4 Solutions corresponding to conventional forward rotat-
ing cavitation for various values of " and o/2a: (a) N=3 and
(b) N=4

shows the onset region of rotating cavitation. From k;, we can find
that the inception point of rotating cavitation (kl*=0) shifts toward
the lower cavitation number as 3 increases, implying that the
thermodynamic effect of cavitation delays the inception of rotat-
ing cavitation for lower cavitation number. The propagation ve-
locity ratio k; at the inception decreases as 3" increases.

Figure 5 shows the propagation velocity ratio k; plotted against
the normalized cavity length /;/h. Apparently, the propagation ve-
locity ratio is larger for N=4 than for N=3. Although the propa-
gation velocity ratio near the inception differs for the different
values of X, it becomes independent of 3" as the cavity becomes
longer. The onset point of rotating cavitation in terms of cavity
length changes from I/h=~0.65 for 3"=0 to the slightly larger
cavity length with the increase of 3", which is similar to that of
alternate blade cavitation as shown in Fig. 3.

To focus on the thermodynamic effect on the inception of cavi-
tation instabilities, the cavity shapes at the inception of rotating
cavitation are shown in Fig. 6. The cavity shapes for two extreme
cases with 3"=0 and 100 are plotted for the case with the blade
number of N=3. The inception points of rotating cavitation are
a/2a=1.95 (I,/h=0.66) for 3"=0 and o/2a=0.85 (I,/h=0.71)
for 3"=100. As shown in Fig. 6, the maximum cavity thickness is
located closer to the leading edge for =100 than that for 3"
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Fig. 5 Propagation velocity ratio plotted against steady cavity
length with various values of 3" for blade number of N=3 and 4

=0. Moreover, the maximum thickness is larger for 3°=0 than
3"=100 despite the fact that the cavity is longer for "=100. It is
also found that the cavity thickness near the trailing edge of the
cavity is smaller for 3"=100 due to the thermodynamic effect of
cavitation; the latent heat due to the strong condensation increases
the temperature, hence, increases the vapor pressure, preventing
the cavity from terminating.

Horiguchi et al. [18] has pointed out by the singularity analysis
that rotating cavitation and alternate blade cavitation are triggered
when the flow near the leading edge is strongly influenced by the
flow around the trailing edge of the cavity on the next blade. Our
model employs a linear closed-cavity model with a small cavity
thickness, whose blockage effect is to be small. However, even
with this linear cavity model, the interaction between the cavity
trailing edge and the flow around the leading edge of the next
blade is significant, due to the strong singularity of the trailing
edge of the closed cavity. Then, this interaction is still considered
to be essential for the onset of cavitation instabilities. It has been
seen in Figs. 3-5 that the cavity length at the inception points of
rotating cavitation and alternate blade cavitation becomes larger
as 3" increases. The reason for this can be also explained as
follows, by the interaction of the cavity trailing edge to the flow
around the next blade. The thermodynamic effect of cavitation

0.05
L —— Steady length
0.04 - - - - 1st blade
B [Pt —-- 2nd blade
o 003 T NN — 3rd blade
T v 7 N
002 4 N\
0.01 [~
0 f | ‘ | ! 1 ! | "
0 0.1 0.2 0.3 0.4 0.5
x/C
(@
0.05
N —— Steady length
0.04 - --- 1st blade
B emi— —-~-2nd blade
g BB I s ~~_ — 3rd blade
002 N
0.01
0 ! | ' | ' | ' | !
0 0.1 0.2 0.3 04 0.5
x/C
(b)

Fig. 6 Steady and temporal cavity shapes at stability limit for
N=3 (a) 3'=0, o/2a=1.95 and (b) '=100, o/2a=0.85
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Fig. 7 Experimental results of propagation velocity ratio of ro-
tating cavitation from the literature

makes the cavity thinner around its trailing edge. The interaction
is weakened, and then the inception is delayed for longer cavita-
tion.

Figure 7 summarizes the propagation velocity ratio in the abso-
lute frame k; of rotating cavitation for four-bladed inducers, ob-
tained by the experiments. We can see that the onset region for
Freon R114 obtained by Franc et al. [19] lies in a lower cavitation
number region than that for cold water obtained by the other re-
searchers [20,21]. This trend is well captured by the present analy-
sis, as shown in Fig. 4(b). The trend of the propagation velocity
ratio k; shows a good agreement between the present analysis and
the experiments, indicating that the Kato’s heat transfer model [9]
we applied to the present analysis is applicable even for the un-
steady flow in rotating cavitation.

As referred in the previous report [13], Franc et al. [4] has
experimentally obtained the onset region of rotating cavitation and
alternate blade cavitation for both Freon R114 and cold water. The
result shows that the cavity length at the inception point of alter-
nate blade cavitation is almost independent of the working fluid,
which agrees with the result of the present analysis, as shown in
Fig. 3. However, the inception of rotating cavitation strongly de-
pended on the working fluid in the experiment and rotating cavi-
tation occurred for shorter cavity under the existence of the ther-
modynamic effect of cavitation, which disagrees with the present
analysis. The reason for this discrepancy might be because, in the
present study, we consider the fluctuations around the equal length
cavitation, whereas, in the Franc et al.’s experiment, the rotating
cavitation starts to occur in the transition from the alternate blade
cavitation. Under such conditions, the flow is more complicated,
and we need to take account of the other forms of cavitation, such
as tip-leakage cavitation and backflow cavitation in addition to the
sheet cavitation, which is analyzed by the present study.

Conclusions

Kato’s heat transfer model [9] has been extended to treat the
unsteady heat conduction and combined with a singularity method
for the analysis of thermodynamic effects on cavitation instabili-
ties. As an example of the analysis, the thermodynamic effects on
alternate blade cavitation and rotating cavitation are discussed.
The results are summarized as follows:

(a) The thermodynamic effect is included in the unsteady
analysis only through one thermodynamic parameter 2°
as well as in the steady analysis.
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As X" increases, the inception point of rotating cavitation
moves toward lower cavitation number.

(c)  The inception point of alternate blade cavitation obtained
by the steady analysis moves toward lower cavitation
number as 3" increases.

The cavity length at the inception points of rotating cavi-
tation and alternate blade cavitation becomes slightly
larger due to the thermodynamic effect of cavitation. The
reason for this is that the cavity becomes thin around the
trailing edge due to the thermodynamic effect and the
influence of cavity trailing edge on the flow around the
next blade is weakened.

The propagation velocity ratio of rotating cavitation be-
comes smaller due to the thermodynamic effect of
cavitation.

(e)

Since the present analysis can simulate rotating cavitation in
different working fluids qualitatively well, we conclude that the
unsteady version of the heat transfer model is useful for the analy-
sis of cavitation instabilities. However, the turbulence diffusion
factor € used in the model is unknown and should be explored by
future study. Especially, the flow structure inside the cavity should
be taken into account for a more accurate simulation with the
reasonable value of . Moreover, the real flow in the cavitating
inducer is more complicated, with tip leakage and backflow cavi-
tations in addition to the blade surface cavitation treated here.
Those cavitations might play important roles for rotating cavita-
tion and should be also explored by the future study.
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Nomenclature
A, = coefficient matrix in Eq. (17)
= thermal diffusivity
chord length
= specific heat
= kernel functions, defined by Egs. (2) and (4)
blade spacing
= imaginary unit
= imaginary unit in time
galU
= complex propagation velocity ratio in reference
frame moving with cascade
complex propagation velocity ratio in absolute
frame
= propagation velocity ratio in absolute frame

vﬁﬁn
Il

=

SEANIN
[

~
%
I

= decay rate

= latent heat of evaporation
= cavity length

= number of cells

= number of blades

= blade index

= vapor pressure

vector of unknowns

= source strength representing cavity thickness
= heat flux on cavity surface
= temperature

main flow velocity

moving velocity of cascade
local evaporation velocity

<$Qﬂ§ < IQ;”: >3 =TT
Il
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u,v = velocity components in x and y directions
u. = tangential velocity disturbance on cavity
surface
u;,v; = steady velocity disturbances in x and y
directions
W = complex potential
w = complex conjugate velocity
x,y = coordinates
z = complex coordinate, =x+1y
a = angle of attack
B = stagger angle
1,7, = bound vortices representing blade loading
AT = temperature increase (depression)
A¢ = inter-blade phase difference
& = turbulent diffusion factor
n = cavity thickness
N = thermal conductivity
6 = temperature increase
pr.py = densities of liquid and vapor phases
3" = thermodynamic parameters, defined by Eq.
(19)
o = cavitation number
o = complex angular frequency of fluctuations
¢ = distance along the blade from the leading edge
Superscripts
~ = amplitude of unsteady component
Subscripts
¢ = cavity surface
s = steady component
n = blade index
o = upstream infinity
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Dielectrophoretic Control
of Bubble Transport
in Mesochannels—
Experimental Study

Using electrostatic fields to manipulate and/or pump fluids on the microscale is a prom-
ising method for the advancement in microfluidics. Preliminary analysis showed that
unidirectional bubble motion could be achieved if the polarization (dielectrophoretic)
force could overcome surface tension and viscous forces. Results are presented for the
development and fundamental study of dielectrophoretic control of bubble transport in
mesochannels. Electrode array configurations were manufactured using printed circuit
board technology and mated with an acrylic channel. Bubble velocity, acceleration, and
deformation were investigated for a range of bubble sizes, two electrode array configu-
rations, two working fluids—pentane and a 20/80 mixture by mass of ethanol and pen-
tane, two switching frequencies, and a range of +DC pulse applied voltages. A maximum
average velocity of 6.6 mm/s and a maximum local velocity of 30 mm/s were achieved.
For the results presented, both the switching frequency and bubble size affected the
velocity for a given applied voltage. Of the two fluids tested, there was no measurable
difference in the bubble velocity even though the bubble deformation was significantly
different for the two fluids. It was concluded that bubble deformation reduced the unidi-
rectional bubble motion effectiveness. Bubble deformation could be reduced by lowering
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the applied voltage without significantly reducing the velocity of the bubble.
[DOLI: 10.1115/1.2754310]

Keywords: electrohydrodynamics, two-phase flow, microfluidics

Introduction

Continued advances in microelectronics and microelectrome-
chanical systems (MEMS) is opening up new science and market
opportunities in areas of chemistry, biology, medicine, cooling of
high-power microelectronic systems, and chemical processing.
Many of these applications will require fluid flow control,
pumping/dispensing, and flow monitoring. The new technological
devices developed will have to be capable of pumping and/or
accurately controlling flow on the meso- to microscale. When a
liquid and gas (vapor) are present, the ability to control flow be-
comes more complicated. There have been a few studies investi-
gating nonmechanical means to create bubble motion in capillar-
ies or use phase change to create bulk fluid motion.

The most common way to manipulate liquid-gas mediums in
capillary geometry has been through the use of controlled heating.
One method, thermocapillary pumping (TCP), is achieved by cre-
ating a capillary pressure imbalance with discreet resistance heat-
ing at the interface of a liquid/vapor plug. Sammarco and Burns
[1] performed a thorough investigation of TCP to move liquid
plugs of several different fluids with varying surface tension and
viscosity. They measured velocities up to 0.33 mm/s in a 34 um
by 500 wm wide channel for several liquids at temperature differ-
ences between 10°C and 70°C. From experimental and theoreti-
cal analysis, they found the velocity was proportional to the tem-
perature difference between the liquid plug ends. The required
temperature difference depended on the channel shape, plug
length, viscosity, surface tension, and contact angle hysteresis. A
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second method to create pumping is achieved by controlled
growth of a vapor bubble, again by discreet resistive heating
within a microchannel. Jun and Kim [2] demonstrated controlled
pumping of isopropanol in a 2 um by 30 um (3.4 wm hydraulic
diameter) microchannel, producing velocities to 0.16 mm/s with
58 mW heater pulses at 0.5 s intervals. The actuation mechanism
was determined to be due to vapor pressure variations caused by
the discreet heating. Song and Zhao [3], using a similar approach,
demonstrated pumping of water at 300 ul/min by sequenced
pulsing of 12 discreet heaters at 8—12 W for 3 s each. They found
at higher heating powers, >12 W, there existed an optimum
heater pulse time for maximum flow. Tsai and Lin [4], utilizing
the same method of discreet heating, created a thermal bubble
micropump to develop an active microfluidic mixer by growth and
collapse of a bubble. The degree of mixing could be controlled by
controlling the heater pulse rate. Optimal mixing was demon-
strated at a heater pulse frequency of 200 Hz. This corresponded
to a flow rate of 6.5 ul/min with a mixture of isopropyl alcohol
and blue food dye in a 50 um by 200 um wide channel. Geng et
al. [5] use focused Joule heating to control the growth and col-
lapse of a bubble in a conductive salt-water solution to produce
pumping in the range of 100 ul/min in channels diameters of
1 mm.

Another method to manipulate liquid-gas mediums in micro-
fluidics is through the use of electrostatic forces. Electrostatic mi-
cropumps have some of the same advantages as thermal activated
micropumps, such as low power consumption and no moving
parts. Most electrostatic (electrokinetic, EHD, etc.) micropumps
have been studied using liquid only as the working fluid. A few
studies have investigated the use of electrostatic forces to move a
liquid-vapor interface or pump bubbles. Using parallel electrodes,
various researchers have utilized the polarization force to drive a
liquid-vapor interface. Jones et al. [6] demonstrated creation of a
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Fig. 1 Simple electrode geometry to evaluate the potential of
bubble motion due to DEP (polarization) force

water filament along parallel electrodes using an AC field. Apply-
ing 700 V rms at 10° Hz at an electrode spacing of 100 um, a
water finger was formed over 6 cm at a velocity exceeding
10 cm/s (corresponding to ~1 ul/s). Yu et al. [7] pumped pen-
tane between parallel electrodes to drive a micro heat pipe. They
achieved 5 W (5x enhancement) transport at 9.5 kV/mm in a
28 mm long by 14 mm wide flat plate heat pipe. In a similar
approach, Darabi et al. [8], using R-134a, demonstrated a micro-
cooling device that utilized the polarization force to supply the
working fluid to the evaporating surface. The device was able to
dissipate 65 W/cm? with a pressure head of 250 Pa. The only
known study to pump liquid and gas (vapor) plugs in microchan-
nels was by Chang [9]. Utilizing electroosmosis, pumping of a
bubble was achieved by building up a high liquid pressure region
behind the bubble to drive it. By applying 70 V and using
KCI/H,S0y as the working fluid a maximum bubble velocity of
0.14 mm/s was achieved in a 5 cm long capillary with a 1.0 mm
i.d.

We began a study to determine if two-phase (liquid and gas)
flow could be created and controlled in meso- to micro-channels
using electrostatic forces, ideally, the polarization force. Our mo-
tivation was the potential to manipulate a wide range of fluids at
much higher rates than can be achieved with thermal activated
techniques. In this study, we provide initial results on the use of
the dielectrophoretic force to control motion of bubbles in me-
sochannels.

Liquid-Vapor Interface Manipulation With Polarization
Force

Fluid dynamic motion can be created and manipulated by two
electrostatic forces: the Coulomb force and polarization force; see
Melcher [10], Pohl [11], and Jones [12] for range of examples.
These two forces can be represented through a force density equa-
tion as

fr= P-lpy +V(l @Ez) (1)
£=qE-JEVe 2ot )

The first term on the right-hand side is the Coulomb force. The
second and third terms in Eq. (1) represent the polarization force.
The Coulomb force arises in fluids when free charges interact with
either uniform or nonuniform electric fields. Polarization forces,
on the other hand, are created when permittivity gradients exist
within in a nonuniform electrical field.

To create two-phase motion in capillary geometry, the electro-
static forces must overcome surface tension, viscous, and inertial
forces. A simple analysis can be performed to determine the nec-
essary electrostatic force needed to maintain bubble motion in a
capillary geometry. Referring to Fig. 1, a simple electrode concept
will create a nonuniform electric field in which the field intensity
is increasing in the —x direction, perpendicular to the field lines.
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Ideally, using only the dielectrophoretic (DEP) force, bubble mo-
tion can be maintained if surface tension and viscous forces are
overcome, approximated here as

13.408wuu,L,
h

h h
—_ _] - SW(MU,LL)Z/SO']B +

1
—Vg—¢ )[
2 ’ ib  Wif

)

assuming negligible bubble compressibility. The inertial forces of
the liquid and bubble are ignored at this time as the interest is to
determine the necessary DEP force to maintain steady motion.

The left-hand side term in Eq. (2) is the net DEP force, assum-
ing the bubble back and front are within and electrode pair. The
DEP force, second term in Eq. (1), per interface area is determined
at the liquid &; and bubble &, interface [10] and depends on the
permittivity difference, applied voltage V, the position of the in-
terface from the vertex of the electrode pair at angle ¢, and the
bubble length Lp. It is important to note that the size and position
of the bubble relative to the electrode pair will determine the net
DEP force available to maintain motion. For the configuration
shown in Fig. 1, the DEP force is an approximation as the elec-
trode pair is planar and lies beneath the bubble.

The first term on the right-hand side in Eq. (2) represents the
retarding surface tension and viscous force by a moving bubble.
This term is based work by Bretherton [13] and Chang [9], using
lubrication approximation and matched asymptotic method for
steady motion of a long bubble between parallel plates. The as-
sumptions are: (i) the viscous liquid wets the channel (zero con-
tact angle at the wall); (ii) the surface tension o is well defined
and constant; and (iii) the channel height 4 is so small that gravi-
tational effects are negligible.

The second term on the right-hand side of Eq. (2) represents the
retarding viscous force in the liquid segment. We start by consid-
ering a problem of steady pressure-driven flow of incompressible
Newtonian fluid in a rectangular channel with width w and height
h. This term is based on the well-known Poiseuille flow for steady
pressure-driven flow [14]. The constant of 13.408 is obtained for a
rectangular channel 3 mm wide by 0.5 mm high, which is used in
this work.

If the net DEP force is greater than the surface tension and
viscous forces, then bubble motion in the +x direction (see Fig. 1)
is maintained. Equation (2) can be simplified to

2
1 V(e —gy)h = S, )0 + 13.408w pu, L;
2 WEp h

3)

assuming the bubble is longer than the electrode pair and located
at the back edge of the electrode pair and the bubble and liquid
velocity are the same. Equation (3) can be used as a first-order
approximation to determine the required voltage to maintain
bubble motion for a given fluid and channel geometry. Results for
pentane (k=2 and o,=10"'! S/m), ethanol (k=26 and o,=5
X 1076 S/m), and water (k=80 and o,=10"* S/m) are shown in
Fig. 2(a) for a channel 3 mm wide by 0.5 mm high with ¢z
=20 deg, wg;,=0.7 mm, L;=146 mm, which are applicable to the
experimental conditions to be presented. Dielectric fluids, such as
pentane, can be affected by DC fields, but more polar fluids, such
as water, may require frequency dependent AC fields to realize
DEP force actuation [12]. Ethanol properties lie in-between pen-
tane and water; thus, it is not known what field type will be best.

The application of a voltage to an electrode pair within a fluid
medium will result in current flow, increasing the liquid tempera-
ture due to Joule heating. This increase in temperature can be
approximated as [15]

AT ~ —~— (4)

where k is the liquid thermal conductivity. Results for the same
three fluids are shown in Fig. 2(b).
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Fig. 2 Graphs showing the effect of DEP force on three fluids:
(a) bubble velocity as function of constant applied DEP force
and (b) resulting Joule heating as a function of constant ap-
plied voltage

Three important observations can be made from inspection of
Fig. 2. First, the DEP force scales as a function of the electric field
squared, where the surface tension force is a constant at a given
temperature, but the viscous force will scale with bubble and lig-
uid velocity. Additionally, the electric field and viscous force are a
function of the reciprocal of the characteristic length squared. This
means that as the dimensional scale is reduced, the DEP force and
viscous force become significant driving and retarding forces, re-
spectively. Second, as the fluid becomes more conductive, the
required voltage to initiate bubble motion decreases; however,
joule heating increases significantly. Typically, as the permittivity
of a pure fluid increases so does the conductivity. Polar fluids,
such as water and ethanol, have high « and o,, whereas nonpolar
fluids, such as pentane, have low « and o,. Thus, to practically
realize bubble motion in water, for example, will require dielectric
insulation between the electrode and fluid. This will increase the
required electric field for bubble actuation. Some joule heating
can be advantageous because it will reduce the local surface ten-
sion and viscous forces leading to greater efficiency of the DEP
force. The third observation is if bubble motion is initiated, then it

Journal of Fluids Engineering

will be a very dynamic process because once the bubble moves in
the channel the force on the interface will change. The degree to
which the DEP forces changes will depend on the electrode design
and position of the bubble over the electrode pair.

Based on the above first-order analysis, a study was initiated to
investigate DEP-induced bubble motion. By creating an array of
simple electrode designs, similar to that shown in Fig. 1, it was
believed that controlled motion could be achieved by applying an
electric field in the proper sequence.

The dimensions of the geometry presented in Fig. 1 were cho-
sen based on capillary effects and ease of fabrication of the ex-
perimental system to demonstrate controlled bubble motion. The
channel width of 3 mm was determined from [16]

L.=24/—— 5
‘ g(pr=py) ©)

For pentane, ethanol, and water at 25°C, L, is 2.9 mm, 3.2 mm,
and 5.0 mm, respectively. At a channel width of 3 mm, capillary
effects begin to be significant; thus, the effect of electrostatic
forces on interface deformation can be studied and related to the
ability to create and control two-phase fluid motion. Furthermore,
this dimension allowed for various electrode designs to be easily
created with printed circuit board technology to study the effect of
the DEP force. A channel height of 0.5 mm, 6X smaller than the
channel width, was chosen to decrease the nonuniformity of the
electric field in channel height dimension due to the planar elec-
trodes; thus, focusing the nonuniformity of the electric field in
desired flow direction. Knowledge gained at the mesoscale dimen-
sion can then be more effectively applied at the microscale dimen-
sion.

Experimental Setup and Procedure

An experimental system, as shown in Fig. 3, was developed to
study electrostatic force control in meso- and microfluidic phe-
nomena. The system consists of the test card housing, repeatabil-
ity dispensers connected to microsyringes, unique four-channel
programmable high-voltage power supply, four-channel digital os-
cilloscope, and stereo microscope with high-speed digital camera.
The power supply contains a programmable chip for controlling
the switching frequency of the four channels. A key feature of the
system is an 8 cm by 5 cm area where test cards (see Fig. 3(b))
are placed, allowing for discrete amounts of liquid and/or air to be
injected and source of power to be applied. The test card is created
by patterning an electrode array on a printed circuit board (PCB)
or glass slide. The fluidic channels are created on the test card. For
the research presented here, the test card consists of an acrylic top
with fluidic channels epoxied to the PCB. Additional connections
are epoxied to the card to introduce and control discrete amounts
of liquid and air.

The typical output from the programmable high-voltage power
supply is shown in Fig. 4. This voltage behavior is the same for
the different electrode array configurations (EACs) tested. From
Fig. 4, it is seen that one of the four switches in the power supply
is different. The switch applied to electrode pair 4 (EP4) resulted
in a much more precise field application and practically no stored
capacitance. Switches on EP1-EP3 had stored electrical capaci-
tance. This stored capacitance resulted in a decay rate of
~5.6 V/ms and residual applied voltage on EPI-EP3 ranging
from ~200 to 500 V. It is not clear how much this affected
bubble motion.

Results will be presented for two different electrode array con-
figurations, as shown in Fig 5. With these two configurations, the
effect of the electrostatic forces on bubble motion is evaluated.
EAC 1, as shown in Fig. 5, consisted of four overlapping elec-
trode pairs, 6.59 mm in length and ¢z=20 deg angle between the
high-voltage electrode and ground. EAC 2 consisted of four elec-
trode pairs in series at 0.51 mm spacing, 5.71 mm in length, and
¢r=4 deg angle between the high-voltage electrode and ground.
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Fig. 3 Experimental system to study electrostatic force con-
trol in small scale fluidic phenomena: (a) test system and (b)
test card support

In both configurations, the electrode arrays were placed beneath a
3 mm wide by 0.5 mm high channel. Additionally, no dielectric
layer covered the electrode arrays. Each configuration was evalu-
ated with different bubble sizes, two working fluids, and two
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Fig. 4 The measured voltage during one sequence at 1 Hz
pulse to a four-pair electrode array configuration (EAC)
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switching frequencies (0.4 Hz and 1 Hz). The two working fluids
were pentane and a 20%/80% by mass mixture of ethanol in pen-
tane. The fluids were chosen based on their dielectric properties,
compatibility, and ease of use in the test system.

Experiments were performed by first filling channels with the
test fluid and then introducing the discrete bubble size at the lo-
cation of interest in the test card EAC. Because of surface tension,
the test card geometry, and the actuator on the repeatability dis-
pensers, bubble lengths could vary +1 mm per dispenser actua-
tion. Thus, all experiments were repeated at least three different
times to verify repeatability, and typically more when the effect of
bubble size influenced the measured results. Furthermore, tests
were repeated by introducing new fluid into the EAC and testing
under same conditions on different days. All presented results are
based on visual analysis of digital high-speed video images. The
performance of each EAC was compared by measuring the veloc-
ity, acceleration, and deformation of the different bubbles.

The velocity and acceleration were measured at the front and
back of the bubble along the centerline of the channel using track-
ing software. The measurement resolution was 0.025 mm for
tracking the bubble interface with worst-case interface location
error at +0.08 mm. This error was due to light quality, which
affected the ability to clearly locate the bubble interface. The re-
sults presented are confined to single bubble motion through four
electrode pairs. The electrode pairs are referred to as EP1, EP2,
EP3, and EP4. To accurately measure bubble movement and de-
formation, the field of view was confined to the last two electrode
pairs, EP3 and EP4. Experimental data presented were measured
in two forms. First, the velocity and acceleration were measured
for the front and back of the bubble at 0.0167 s time intervals,
corresponding to 60 frames per second. Second, average velocity
was determined by measuring the time required for the bubble
front to move through the field of view.

Bubble length affected the initial bubble placement and in some
cases the measured velocity across the electrodes. At the start of
each test the bubble was placed on EP1. Before the electric field
was applied, the bubble would migrate and sit between EP1 and
EP2 for both electrode array configurations. The electrode array
(circuit on PCB) is raised 0.025 mm above the circuit board sur-
face, which affects the resting position of the bubbles within the
electrode array.

Experimental Results and Discussion

To achieve unidirectional bubble motion, each electrode pair
was energized in sequence starting from EP1 to EP4 for a preset
frequency of 0.4 Hz (2.5 s time interval) or 1 Hz (1 s). Once EP4
was energized, the sequence would start again at EP1. The ener-
gizing sequence was repeated because at certain operating condi-
tions a bubble may only move a certain distance within an EAC.
The bubble motion will depend on the location of the liquid-vapor
interface over an electrode pair at any given time relative to when
the electrode pair is energized. Creating effective unidirectional
bubble motion through a channel will depend on how well a
bubble can be manipulated through an electrode array. A sequence
of bubble deformation images are shown in Figs. 6 and 7 for EAC
1 and EAC 2, respectively. In all cases, the applied voltage to the
electrode pair is 2.1 kV +DC and the switching frequency is 1 Hz.
Examples of bubble motion through EAC 1 and EAC 2 are shown
in Figs. 6(b) and 7(b). From first inspection of the images, bubble
deformation occurs under all conditions when an electrode pair is
energized. Furthermore, the nature of the deformation is different
in the two fluids. The diverging angle of EAC 1 and EAC 2 were
ideally designed to create a DEP force parallel to the flow channel.
This assumes that the bubble lies in-between the two diverging
electrodes, not necessarily above them. If a bubble were posi-
tioned between a diverging electrode pair, the polarization force
would drive the bubble to the region of lowest field strength. From
the images shown in Figs. 6 and 7 for pentane, the electrostatic
force appears to drive the bubble off the high-voltage electrode
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Fig. 5 Photographs and drawings of EAC 1 and EAC 2; top pictures show test card with the corresponding
electrode array; middle drawing is the electrode array with dimensions in millimeter; and the bottom is the

image field of view from the high-speed camera.

toward the grounded electrode. The diverging electrode pair con-
figuration results in a nonuniform squeezing of the bubble, driving
it down stream (+x direction). When ethanol is added to pentane,
a binary mixture is created resulting in different bubble deforma-
tion. The difference in the deformation between the pure pentane
and the 20/80 mixture of ethanol in pentane is not well understood
at this time. Based on the results shown in Figs. 6 and 7, EAC 1
and EAC 2 were investigated further to obtain a better understand-
ing of how the intensity of the electric field affected bubble de-
formation and bubble velocity.

EAC 2 required at least 1.5 kV to drive a bubble to the next
electrode pair. EAC 1, because of the overlapping array design,
could produce continuous bubble motion at 1 kV. Average veloc-
ity versus voltage results for EAC 1 are shown in Fig. 8 for a
range of bubble sizes (4.32—6.84 mm) with pentane and the 20/80
mixture operating at 1 Hz switching frequency. The average ve-
locity was calculated by measuring the time for the bubble front to
pass through the field of view. In all cases, the average velocity
increased with increasing bubble size and increasing voltage. In
general, there is no measurable difference in the average bubble
velocity between pentane and the 20/80 mixture even though the
bubble deformation is different between the two fluids. A mini-
mum voltage of 1.25 kV and 1 kV was required to create and
maintain axial bubble motion in pentane and the 20/80 mixture,
respectively, but the bubble is 1 mm longer for the 20/80 mixture.
Additionally, for the 20/80 mixture, the average velocity appears
to be a function of bubble size only between 1.5 kV and 2 kV.
Thus, bubble size has an impact on the bubble motion produced.
This is explored further later in this section.

Additional insight can be gained by comparing the results pre-
sented in Fig. 2 to Fig. 8. An applied voltage of 1.25 kV was
needed to maintain bubble motion at an average velocity of
3.7 mm/s for a 5 mm bubble. It was predicted that 1.9 kV would
be required to achieve bubble motion of 3.8 mm/s. If the liquid
velocity is assumed to be half the bubble velocity, then it is pre-
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Pentane

Image sequence in Pentane
Lg=4.7 mm
Switching frequency = 1Hz

No Field
Lp=5.2mm

Position 1: 0 kV
Time =0.983 s

L —
-
2.1kV !
:g&r\(/;)jl;age Positio_n 2: EP3 at2.1 kV
Time =1.033 s
20/80 ethanol/pentane

Position 3: 0 kV
Time =1.984 s

Position 4: EP4 at 2.1 kV
Time =2.084 s

(@ (b)

Fig. 6 Bubble deformation and motion in EAC 1: (a) bubble
deformation with and without an applied field for pentane (top)
and the 20/80 mixture (bottom) and (b) image sequence of in-
duced bubble motion in pentane
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Pentane

Image sequence in Pentane
Lp=5.4mm
Switching frequency = 1Hz

No Field
Lg=4.6 mm

Position 1: 0 kV
Time =2.000 s

-_-

21KV
High voltage Position 2: 2.1 KV
Electioge Time = 2.083 s
20/80 ethanol/pentane

Position 3: 0 kV
Time =2.983 s

Position 4: 2.1 kV
Time =3.133 s

(b)

Fig. 7 Bubble deformation and motion in EAC 2: (a) bubble
deformation with and without an applied field for pentane (top)
and the 20/80 mixture (bottom) and (b) image sequence of in-
duced bubble motion in pentane

dicted that 1.36 kV is required to maintain the bubble motion at
3.8 mm/s. The average velocity predicted by Eq. (3) is shown in
Fig. 8 for u,=u; and u; = 0.5u,. The bubble will “slip” by the
liquid at a higher rate due to deformation, channel geometry, and

wetting. The process of producing bubble motion is very dynamic,
which is not represented by Eq. (2) or Eq. (3). Experimentally,
continuous bubble motion through EAC 1 could not be achieved
below 1.25 kV for bubbles of <5 mm in size because the net DEP
force was not great enough to overcome surface tension and vis-
cous forces to keep the bubble moving to the next electrode pair.
Once bubble motion is created, there will be a nonlinear decay in
the DEP force as the bubble interface moves through the electrode
pair, which is not represented in Eq. (2) or Eq. (3). The prediction
assumes that the DEP force is constant and a maximum acting
only at the back of the bubble, which is not the case. The net DEP
force (difference between back and front) will continuously
change as the bubble moves through an EAC. Furthermore, the
bubble and liquid motion will be a function of the bubble defor-
mation, location, size, gap between the channel and bubble,
switching frequency, and acceleration of the bubble (and liquid) as
a function of position and time. Although Eq. (2) cannot predict
the dynamic behavior of the bubble motion, it can be used to
determine the voltage range to maintain bubble motion. Predic-
tions are not made for the 20/80 mixture because the electrical
permittivity is unknown. Inspection of Fig. 2 shows that ethanol
requires much lower voltage to achieve the same bubble motion.
Based on the results shown in Fig. 8 there is not clear evidence
that the 20/80 mixture produces in a similar bubble velocity at a
lower voltage because bubble size plays a role.

To better understand the dynamic bubble motion, selected re-
sults using a midsize (Lg~ 5.5 mm) bubble in pentane at a switch-
ing frequency of 1 Hz for EAC 1 and EAC 2 are shown in Fig. 9.
Within the field of view (approximately two electrode pairs), the
interface velocity and acceleration at the back of the bubble and
the normalized deformation of the bubble were measured and
compared for EAC 1 and EAC 2. The data presented in Fig. 9 are
the average result from three trials that were conducted over a
one-week period. The standard deviation among the trials is
shown as the shaded region in interface velocity graphs. Results
for EAC 1 were very repeatable even at the point of greatest
deformation. Results for EAC 2 were repeatable, but greater
variation occurred when an electrode pair was energized and the
bubble deformation was the greatest. The images in Fig. 9 were
taken at the point of greatest deformation during each trial, where
it is clear that more variation occurred in EAC 2. The normalized

4.8....,..,....6;6. T
i u = u, Eq. (3) I . 68 ]
a5 d——— %=05%,Eq () I 1 %4 *
g - / I :
£ ] 571 I ] 5.83 1
£ 44 . T O @ :
= ] ! | L ] 581 | 1
2,5, 52 O T A
o 447 (X M oars T 7 516 432 ]
2 ] 1502 T ] 5.98 1
2 40 - ! I 7 * ]
o E | T - Bubble size i
% ] I il ] range (mm) ]
E, 3.8 ] 5.30" T ] O ]
< 1 Y | + ] 6.31 545 1
i A I ] ]
3.6 4.9q‘ v = J ’| ]
] | \ Pentane 1l 3 o L 20/80 Mixture ]
1 h . + 1 600 o .
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Fig. 8 Graph of the average velocity through the field of view versus applied voltage for EAC 1
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Velocity (mm/s)

Acceleration (mm/s?)

Normalized Deformation

Trial 1

4 1 1.5 2.0 25 3.0 3.5 4.0
Time (sec)

Fig. 9 Comparison of interface velocity, interface acceleration, and normalized bubble deformation averaged
over three trials for a midsize bubble (~5.5 mm) at 1 Hz switching frequency and 2.1 kV applied voltage in
pentane: (a) results for EAC 1 and (b) results for EAC 2

variation was determined as the ratio of the deformed bubble
length to the bubble length at rest with no force applied. The
bubble length was measured at the centerline of the channel. The
normalized deformation calculated as the ratio of the bubble
lengths was used instead of the ratio of the bubble perimeters
because it was easier to calculate and resulted in the same trend
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and very similar deformation magnitude. The normalized defor-
mation is only shown for one position on EP3 because the bubble
front moves out of the field of view on EP4.

From inspection of Fig. 9, it is seen that unidirectional bubble
motion is created for both EAC 1 and EAC 2 operating at
2.1 kV+DC. However, the bubble motion through EAC 1 and
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Fig. 10 Average velocity through field of view for different
bubble sizes at 2.1 kV DC voltage pulse for different condi-
tions: (1) frequency of 0.4 Hz and 1 Hz, (2) EAC 1 and EAC 2,
and (3) pentane and the 20/80 mixture

EAC 2 is not constant, but very dynamic as evidenced by the
bubble acceleration and normalized deformation. As the bubble
moves over an electrode pair and the pair is energized at a set
frequency, the bubble deforms and accelerates, pulsing forward to
the next electrode pair. The bubble motion was faster on average
through EAC 2 than EAC 1, ~7 mm/s compared to 4 mm/s.
This appears to be due to the electrode design resulting in peak
acceleration in EAC 2 of about two times that of EAC 1. Thus,
EAC two may be a more effective configuration because it results
in greater bubble motion for the given applied voltage, bubble
size, and switching frequency. However, it is important to note
that since the current was not measured, it is unknown at this time
which EAC is more efficient.

The DEP force produces net bubble motion down the channel
(+x direction), but with significant deformation at the point when
an electrode pair is first energized. It is interesting to note that as
the bubble is driven across EP3 to EP4, the normalized deforma-
tion rapidly changes from greater than 1 to slightly less than 1.
This provides evidence that as the bubble front moves onto EP4, it
“slips” less by the liquid and begins pushing more liquid at the
bubble front. The interaction between the changing DEP, viscous,
surface tension, and inertia forces results in the very dynamic
motion shown in Fig. 9 for both EAC 1 and EAC 2.

The effect of bubble size was also evaluated in EAC 1 and EAC
2 with pentane and the 20/80 mixture. The results for average
velocity at the front of the bubble through the field of view are
shown in Fig. 10 for pentane and the 20/80 mixture. The average
velocity was measured for a range of bubble sizes at two switch-
ing frequencies of 0.4 Hz and 1.0 Hz at 2.1 kV. From inspection
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of Fig. 10, three general observations can be made. First, as
switching frequency increased, bubble motion increased. From
0.4 Hz to 1 Hz, in both electrode configurations for all bubble
sizes, the bubble interface moved faster to the next electrode pair
before that pair was energized. As the frequency increased, there
appears to be a greater affect of bubble size on velocity in both
EAC 1 and EAC 2. The optimum frequency to maximize bubble
motion will depend on electrode pair design, applied voltage,
fluid, channel geometry, and bubble size. Second, the trend in
bubble velocity versus bubble size is different for EAC 1 com-
pared to EAC 2. As the bubble size increased greater than
4.5 mm, the bubble velocity increased in EAC 1 and decreased in
EAC 2. The reason for this is not well understood at this time
because the effect of the bubble deformation and electrical capaci-
tance from neighboring electrode pairs is not known. Third, for
the conditions tested there is no measurable difference in the
bubble velocity in pentane compared to the 20/80 mixture even
though the bubble deformation (see Figs. 6 and 7) is significantly
different.

The electrode pair design within the channel will have a sig-
nificant effect on the achievable bubble motion. Only bubble sizes
3 mm and greater produced unidirectional motion, shown in Fig.
10, through the entire electrode array configuration, whereas all
bubble sizes less than 3 mm never made it all the way through the
array. As the bubble size changes, the driving and opposing DEP
forces at the back and front of the bubble, respectively, will
change depending on the electrode pair angle and size. The elec-
trode angle creates a challenge because, as the angle decreases,
the force at the bubble interface will increase. If the bubble is
smaller than the electrode pair, then the net DEP force to drive the
bubble will decrease as the electrode angle decreases. The spacing
from one electrode pair to the next is another issue that will in-
fluence motion and be sensitive to switching frequency. For ex-
ample, in EAC 2, the net DEP force for a given bubble size must
be great enough to move the bubble 6.5 mm before the next pair is
energized, compared to only 3.7 mm for EAC 1.

Conclusions

Preliminary analysis showed that motion of bubbles could be
maintained if the DEP force could overcome surface tension and
viscous forces. An experimental investigation was carried out con-
firming that bubble motion on the mesoscale could be produced
by discreet application of a polarization (DEP) force. Using a
unique experimental system, two electrode array configurations
were developed and tested. Unidirectional bubble motion was
demonstrated and measured over a range of bubble sizes for both
electrode array configurations with two working fluids, and two
switching frequencies. Experimental results indicate that an aver-
age bubble velocity ranging from 2 mm/s to 6.5 mm/s could be
achieved in the different electrode array configurations for both
pentane and a 20/80 mixture by mass of ethanol in pentane. The
bubble motion achieved was affected by bubble deformation. Ad-
ditionally, electrode array configuration design had a significant
effect on bubble velocity, acceleration, and deformation. Further-
more, the velocity of the bubble could be considerably affected by
increasing or decreasing the switching frequency and bubble size.

In this work, only a single bubble through an electrode array
configuration was studied. To realize applications such as pump-
ing, continuous motion of multiple and different-sized bubbles
must be investigated and understood. Additionally, more conduc-
tive fluids, such as pure ethanol and water, were not studied. Fu-
ture research requires investigating these areas as well as devel-
oping a model to more accurately predict the dynamic bubble
motion as a function of electrode array design, bubble size, bubble
deformation, switching frequency, and fluid properties.
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Nomenclature
E = electric field strength (V/m)

frg = EHD force density (N/m?)

g = gravity (m/s?)

h = channel height (mm)

k = thermal conductivity (W/m K)
L = bubble length (mm)

L, = characteristic length (mm)
L; = liquid plug length (mm)
g. = charge density (C/m?)

T = temperature (°C)

u = velocity (mm/s)

# = dynamic viscosity (N s/m?)
V = applied voltage (V)

x = channel position (mm)

w = width (mm)

Greek Symbols

& = permittivity (pF/m)

¢r = angle between electrodes

= dielectric constant
= contact angle
density (kg/m?)
surface tension (N/m)
= electrical conductivity (S/m)

'SQ'D%K
Il

Subscripts

= advancing
= back

= electrode
front

= capillary
= height

= interface
= liquid

_~ O e >
Il
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r = radial direction

R = receding

v = vapor

w = width
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Nonequilibrium Molecular
Dynamics Approach for
Nanoelectromechanical Systems:
Nanofluidics and Its Applications

Molecular dynamics (MD) simulations have been performed to provide the basic knowl-
edge of nanofluidics and its applications at the molecular level. A nonequilibrium mo-
lecular dynamics (NEMD) code was developed and verified by comparing a micro Poi-
seuille flow with the classical Navier-Stokes solution with nonslip wall boundary
conditions. Liquid argon fluids in a platinum nanotube were simulated to characterize the
homogeneous fluid system. Also, positively charged particles were mixed with solvent
particles to study the non-Newtonian behavior of the heterogeneous fluid. At equilibration
state, the macroscopic parameters were calculated using the statistical calculation. As an
application of MD simulation, the nanojetting mechanism was identified by simulating
the full process of droplet ejection, breakup, wetting on the surface, and natural drying.
For an electrowetting phenomenon, a fluid droplet with positive charges moving on the
ultrathin film with negative charges was simulated and then compared to the macroscopic
experiments. A conceptual nanopumping system using the electrowetting phenomenon
was also simulated to prove its feasibility. The molecular dynamics code developed here
showed its potential applicability to the novel concept design of nano- and microelectro-

Changsung Sean Kim

g-mail: csean.kim@samsung.com

Corporate R&D Institute,
Samsung Electro-Mechanics Co. Ltd.,
Suwon, 443-743 Korea

mechanical systems. [DOI: 10.1115/1.2754311]

Introduction

Recently, the molecular level understanding becomes more im-
portant in information and biological technology. With the ad-
vance of supercomputing resource, molecular dynamics (MD)
simulations have been one of the most promising methods to pro-
vide a clear and fundamental understanding of microscopic mass
and heat transfer at the molecular level. Classical Navier—Stokes
solutions mimicking macroscopic flows have been widely used in
numerous fluid engineering fields. However, some MD simula-
tions have shown that the Navier—Stokes theory shows a signifi-
cant deviation from MD simulations and its hypotheses are not
satisfied.

Numerous MD studies (i.e., [1-3]) have shown that the velocity
profile in nanochannels deviates from that of the classical Poi-
seuille flow due to the wall slip boundary. Travis et al. [4] noted
that the classical Navier—Stokes behavior for a channel width
larger than 10 M dia. Thompson and Troian [5] simulated Couette
flow and found that the wall slip boundary condition depends on
the strength of fluid-wall coupling and the commensurability of
fluid and wall densities. They presented MD simulations of New-
tonian liquids under shear that indicate there exists a general non-
linear relationship between the amount of slip and local shear rate
at a solid surface. Nagayama and Cheng [6] studied the effect of
the interface wettability on the pressure-driven flow in a
nanochannel with a width of 16 M and showed a plug flow veloc-
ity profile for a hydrophobic surface. They also found that the
interface wettability results in nonuniform temperature and pres-
sure profiles near the solid walls.

As applications of MD simulation, Moseler and Landman [7]
simulated the formation of nanojets with velocities up to 400 m/s,
created by pressurized injection of fluid propane through nanos-
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cale convergent gold nozzles. Xue and Shu [8] simulated the
equilibration of heat conduction in a very thin film in order to
understand the macroscopic behavior from the standpoint of mo-
lecular dynamics motions. Maruyama [1] pointed out that surface
tension is one of the benchmark properties to examine the appli-
cability of the MD method to the liquid-vapor interface and the
potential function model. Actually, he simulated a water droplet
on a platinum solid surface as a more practical simulation of
solid-liquid-vapor interaction.

The objectives of the present study can be summarized as: (i) to
develop a nonequilibrium molecular dynamics code named as
NEM?D (nanoelectromechanics multiphase molecular dynamics),
(ii) to probe the effect of characteristic length on the deviation
between the capillary flow pattern in a nanotube and the classical
Navier-Stokes solution, and (iii) to apply the NEMD code to
simulate nanojetting and electrowetting phenomena. A brief intro-
duction of the molecular dynamics approach adopted in NEM>D
is presented in the next section, followed by Computed Results
and the Conclusion.

Molecular Dynamics Approach

The NEM3D code [9] adopts an effective pair potential of the
system with the sum of the Lennard—Jones potential, ¢;; and the
Coulomb potential, ¢ within the cutoft distance, r,. as

o= 2 2 ¢U(”fj)+ 2 E d’c(ri/)
i i

12 6 12 6
w2 (2)-(2) - (2)+ (2] ]

Cl.. =q_iq.L l_l(l_u)} 1
¢ (ry) 47760[r’_j - - (1)

where o and € are the distance and energy parameters, r is the
distance between two interacting particles, ¢ is the electric charge,
and ¢ is the electric permittivity of vacuum. For liquid-solid in-
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teraction, the Lennard—Jones potential in Eq. (1) was modified as

12 6 . .
st (o2 (2) ol 2]
ij ij . ;

where the intermolecular parameters between liquid and solid are
given by €,=a\ee, and oj;=(0+0,)/2 based on the Lorentz—
Berthelot combination [10]. And « and B were tested to study the
dynamic intermolecular behavior (hydrophilic or hydrophobic)
near the wall boundary layer. The values of a and B can be de-
termined as \¢€;/ €~ 1.0 and 0-1.0, respectively.

The interacting force is derived by differentiating Eq. (1) as

12 6] =

F:—V@:MeEE[Z(E) —(5) ]%
i Lry rij) Alryl

94, Ty 3)

2
A 47760r,-j|rl-j

Then, the equation of motion of a particle can be written as

m[i=1~:+m§ (4)

where mg is an external force, such as gravitational force.
For time integration, the Verlet’s algorithm [11] and Beeman’s
algorithm [12] were verified as

[Crlﬁ(t) + CrZC_i(t - At)]

At + Ar) =r(t) + 0() At + 5

(An* (5

[Cpa(t+ Af) + Cyra(t) + Cyralt — At)](At
6

v(t+ A =v(t) +

)
(6)

where 7 is displacement, v is velocity, a is acceleration vectors, ¢
is the time, C,1=3, C,»,=0, C,=3, C»=3, and C,3=0 for Verlet’s
algorithm, and C, =4, C,=-1, C,;=2, and C,,=5, and C,3
=-1 for Beeman’s algorithm, respectively. It was found that the
latter is more accurate to update the velocity components than the
former. Thus, the Beeman’s algorithm was used for all computa-
tions in the present study. A Berendsen thermostat [13,14] was
adopted to avoid viscous heating, and then velocities were re-

Scaled as
=11 _(;ﬁl 1) 1/2
X T

where T is the temperature, T\, is the target temperature, and 7 is
a time constant of the rescaling. The equation of motion was non-
dimensionalized with respect to o, €, and m as

. 1 ' . T
t ===, r o=
T (o\Vmle) o
« U « a « @
v—v,%, a_O'/TZ’ ¢_E
. F T
Fr=—, T=—o0 (7)
/o elky

Periodic boundary conditions have been reasonably used to re-
duce surface effects. The computational domain in the center box
is surrounded by its periodic images as shown in Fig. 1. The
potentials and forces from the image domain should be included
in the primary domain. The cutoff distance r. was given by 2.5¢
and the neighboring particles within the nearest distance ry;
=3.750 were stored in neighbor lists. Compared to the full com-
puting case without cutoff distance and neighbor lists, for capil-
lary flow in a nanotube with total number of 3200 particles, com-
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Fig. 1 Cutoff distance (r.) and neighbor lists (ry,) with peri-
odic boundary conditions

puting time using neighbor lists was reduced by 1/24 time, as
shown in Fig. 2. Computations were performed on a HP Worksta-
tion xw8200 with 3.6 GH CPU.

Computed Results and Discussion

Code Verification. The NEM?D code was validated by simu-
lating the micro Poiseuille flow for liquid argon in a nanoscale
channel and then compared with the previous molecular dynamics
(MD) study. Liquid argon particles are flowing in a platinum
channel with two solid walls with the face-centered-cubic (fcc)
structure as shown in Fig. 3. The liquid calculation domain is set
to be 5.83X3.85X7.22 nm®. The total number of particles is
5088:2400 for fluid particles (density of 21.45 X 10> Kg/m?) and
2688 for wall particles. At a temperature of 100 K, the Lennard-
Jones parameters are €,=1.67 X 1072! J, ¢;,=0.34 nm for liquid ar-
gon, €=8.35X 10722 J and ¢,=0.248 nm for platinum walls. The
interaction between liquid argon particles and platinum molecules
follows Eq. (2) with a=1, B=1, as also suggested by Nagayama
and Cheng [6]. Figure 4 shows axial velocity profiles in the z
direction along the nanochannel for two different driving forces
(9.80 pN and 1.96 pN). The present results show a good agree-
ment with their MD simulations.
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Fig. 2 Computing time versus number of particles
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Fig. 3 Modeling of a Poiseuille flow in a nanochannel

Homogeneous Flow in a Nanotube. Single-component fluids
flowing through three different nanotubes of 3 nm dia, 6 nm dia,
and 12 nmdia were simulated to investigate the validity of the
classical Navier—Stokes solution for nanoscale flow regime. The
fluid is liquid argon, and the wall material of nanotubes is plati-
num. At a temperature of 85 K, liquid argon particles are bounded
by platinum wall particles within a diameter of 12 nm, as shown
in Fig. 5. The total number of particles is 10,284:7044 for fluid
particles (number density is 0.64) and 3240 for wall particles. The
Lennard—Jones parameters are €=1.67X1072! J, ¢,=0.3410 nm
for liquid argon, €,=83.5X 1072! J and ¢,=0.248 nm for platinum
walls. Coulomb potential and forces between fluid-fluid and fluid-
wall interaction were excluded for this case. The interaction be-
tween liquid argon particles and platinum molecules follows Eq.
(2), with @=1, B=1 to provide the nonslip boundary conditions.

External forces are applied in the streamwise direction to drive
fluid particles. The periodic boundary condition was used in the
streamwise direction with 3 nm distance. Figure 6 shows the time-
averaged axial velocity profiles for 3 ns (or 0.3 X 10° time steps).
The axial velocity profile using neighbor lists and cutoff distance
of 2.20 shows a good agreement with 2.5 and 3.50 cases. When
using 10,284 particles, the cutoff distance of 2.20 shows a
speedup as much as 2.4 times faster than the 3.5¢ case with minor
loss of accuracy.

Because of strong interaction between fluid and wall particles,
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Fig. 4 Velocity profiles in the z direction of two pressure-
driven flows
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Fig. 5 Liquid argon flowing through a platinum nanotube of
12 nmdia

MBD solutions show a noticeable discrepancy near wall surfaces
from the classical Navier—Stokes solution of Poiseuille flow with
nonslip wall boundary condition. Axial velocity component, u(r)
can be written as

#\2 R2

u(r)=Upxl 1 - (E) s Upax= —4MLAp (8)
where U, is the maximum value in axial velocity, R is the tube
radius, L is length, w is fluid viscosity, and Ap is pressure differ-
ence between inlet and outlet. Those wall effects become more
serious as the diameter decreases from 12 nm to 3 nm, as shown
in Fig. 7. The magnitude of velocity and diameter were normal-
ized for fair comparison. The Navier—Stokes solution deviates
from MD results, showing non-Newtonian fluid behavior.

Electrowettability in a Charged Nanotube. Multicomponent
fluids in a nanotube of 9 nm dia were simulated to examine the
surface wettability due to electric charges imposed at the wall.
The solvent is modeled as in Refs. [6,9], and the wall material of
the nanotube is platinum. At a temperature of 275 K, solvent par-
ticles are bounded by platinum wall particles within a diameter of
9 nm, as shown in Fig. 8. Total number of particles is 9337:4772
for fluid particles, 2141 for counterions, and 2424 for wall par-
ticles. The Lennard—Jones parameters are €=1.08 X 1072!J, o,

=0.317 nm for the solvent fluids, €,=1.08x1072'J, o,

30

]
[

Axial Velocity (mss)
=]

Diameter (12 nm)

Fig. 6 Axial velocity profiles due to cutoff distance
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=0.194 nm for counterions, and €,=83.5X 1072 J, 5,=0.248 nm
for platinum walls. The interaction between liquid argon particles
and platinum molecules follows Eq. (2) with «=0.5, 8=0.5. Cou-
lomb potential and forces between fluid-fluid and fluid-wall inter-
action were also included to take electrostatic effects into account.
Cutoff schemes for electrostatic interactions might be inaccurate,
even if cutoff distance is over 4.507. In the present study, however,
we have used cutoff distance of 4.50;, which can provide an ob-

(b)

Fig. 8 Electrostatic flows in a nanotube of 9 nmdia: (a) q,=
+0.833e and (b) q,,=-0.833e
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Fig. 9 Axial velocity profiles due to surface charges at wall

vious discrimination between the effects of electric charged walls
on axial velocity profiles in Fig. 9. Solvent particles have no
charge, and each counterion is positively charged by le=1.602
X 10712 C. Each wall particle has —0.883¢ to balance the surface
charge density with that of counterions.

Periodic boundary condition was used in streamwise direction
with 3 nm distance. Because of the heterogeneous rheology, a
longer time of 10 ns was required for time-averaged flow quanti-
ties. The negative surface charges, opposite to the charge of coun-
terions, result in adhesive forces near the wall surface, and then
counterions are attached to the wall surface. On the other hand,
repulsive forces are induced between fluid and wall particles,
which causes the slip flow at wall surface. It is found that the sign
of wall surface charge determines the flow resistance that is in-
versely proportional to flow rate while applying the same driving
force per sectional area (i.e., pressure difference).

Nanojetting Physics. The NEM?D code was then applied to
identify the nanojetting mechanism from droplet ejection,
breakup, wetting, and the drying process. A single droplet of lig-
uid argon was ejected into vacuum through the nozzle outlet of
3 nm dia. The nozzle wall material was assumed as platinum. The
temperature of the system was maintained at 85 K. The Lennard—
Jones parameters are €=1.67X 107! J, ¢;,=0.3410 nm for liquid
argon, €,=83.5X1072!'J and ¢,=0.248 nm for platinum walls.
The interaction between liquid argon particles and platinum mol-
ecules follows Eq. (2), with @=0.5, B=0.5. A pressure of
900 MPa is applied inside the nozzle, only for 0.125 ns to eject a
single droplet of interest. The droplet approaches the platinum
substrate located at 50 nm below, in the z direction. Periodic
boundary conditions were given the in the x and y directions.

Figure 10 shows nine snap shots of full process in nanojetting
from droplet ejection to wetting on the surface. After 0.125 ns, the
sudden drop of ejecting pressure results in breakup and droplet
formation. Initial ejecting velocity through the nozzle was
~94 m/s. Figures 10(a)-10(c) show the breakup process to make
a single droplet accompanied by molecular evaporation and for-
mation of necking instabilities, as observed in Ref. [7]. Because of
the strong capillary force in nanotube, as shown in Figs.
10(d)-10(f), the remainder of the liquid particles at exit start mov-
ing back to the nozzle. Figure 10(f) shows a moment of interest
when the droplet collides with the substrate surface. Sudden re-
pulsive forces between fluid and wall particles give rise to a tem-
porary unstable state as shown in Fig. 10(g).

Consequently, the droplet has been fully wetted on the substrate
surface as shown in Fig. 10(i). The full wetting (hydrophilic) con-
dition was applied to the surface by using B=1.0, from Eq. (2).
Some portion of satellite particles are floating about from the sur-
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Fig. 10 Evolution of nanojetting from droplet ejection to sur-
face wetting: (a) t=0.084 ns, (b) t=0.116 ns, (c) {=0.148 ns, (d)
t=0.180 ns, (e) t=0.212 ns, (f) t=0.244 ns, (g) t=0.276 ns, (h) t
=0.324 ns, and (i) t=0.368 ns

face until reaching a new equilibration state, which is considered
to provide an illustrative understanding of drying (or molecular
evaporation) mechanism in nanoscale.

Surface Wettability on Ultrathin Film. Three types of typical
wetting phenomena were simulated to understand the effects of
intermolecular forces on the surface tension and contact angle.
The droplet with 4.5 nm dia ejected from the nanojet in the pre-
vious example was used as an initial condition for the ultrathin
film with three different surface energies. Figure 11(a) shows ex-
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(0

Fig. 11 Contact angle (CA) and surface wettability at equilibra-
tion state (Both photographs with permission of Prof. K. Tsujii
at Hokkaido University [15]): (a) CA=0 deg (fully wetting, a=1,
p=1), (b) CA=109 deg (a=1, $=0.25), and (¢) CA=174 deg
(Hydrophobic, a=1, 8=0.1)

amples full wetting, Fig. 11(b) intermediate wetting, and Fig.
11(c) no wetting phenomena at equilibration state using S=1.0,
0.25, and 0.1 from Eq. (2), respectively.

The full wetting (hydrophilic) condition gives rise to a contact
angle of 0 deg as shown in Fig. 11(a). With an increase of the
contact angle, the droplet on the substrate reforms in spherical
shape in order to minimize the surface energy along the phase
line. Two nanodroplets in Figs. 11(b) and 11(c) show the similar
shapes with photographs of water droplets (~1 mm dia) on the
flat surface and the super water-repellent surface by fractal con-
cept, respectively. Surface wettability with a liquid is enhanced by
the surface roughness, in particular, by the presence of fractal
structures. More details on super water-repellent fractal surfaces
can be found in Ref. [15]. Nevertheless, of the drastic difference
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Fig. 12 Concept design for nanopumping system (a) Sche-
matics of an electrowetting pump and (b) Simplified modeling
of a nanopump

in diameter size, it is found that both nanodroplets and water
droplets form in spherical shape as contact angle increases over
90 deg.

Conceptual Nanopumping System. As another application, a
charged droplet moving between the upper and lower electrowet-
ting plates was simulated as illustrated in Fig. 12(a). To simplify
the nanoscale system, the dielectric layers and electrodes are mod-
eled as thin films whose material is assumed as platinum. The
nanodroplet moves along the channel in the z direction, and peri-
odic boundary conditions are given in the y and z directions, as
shown in Fig. 12(b). The periodic boundary condition is used in
the z direction with a 15 nm distance. The Lennard—Jones param-
eters are €=1.67X1072' J, ¢;=0.3410 nm for liquid droplet, ¢,
=83.5%1072! J and ¢,=0.248 nm for the platinum surface. Cou-
lomb potential and forces between fluid-fluid and fluid-wall inter-
action were also included to simulate electrowetting phenomenon.
The interaction between liquid argon particles and platinum mol-
ecules follows Eq. (2) with @=0.5, 8=0.1 to mimic the hydropho-
bic surfaces on the electrodes. Initially, surface particles have no
charge, whereas liquid particles are positively charged by 0.01e
=1.602x 1072 C.

The surface tension over the droplet and the viscous force at
wall surfaces, respectively, can be expressed as

Fsurf= 2a 7LV(COS GR — Cos GL) (9)

12uU, ma®
Fvisc=27w77a2=MTd

where 7,y is the surface tension, w is the viscosity, and the shear
stress is given by 7,,=6uU,/h, assuming a plane Poiseuille flow.
By equating Egs. (9) and (10) the axial velocity of the droplet can
be approximated as

(10)

h
Udzn—v(cos O — cos 6) (11)
6mura
Before the negative charges are applied to the hydrophobic sur-
face of the control electrodes, the droplet forms a spherical shape
to minimize the surface energy. For a nanosecond, the negative

charges (-0.0le=—1.602X 102! C) are applied to the second

Journal of Fluids Engineering

Fig. 13 Nano-pump using electrowetting phenomenon: (a) t
=0.6 ns (electrode 2), (b) t=1.6 ns (electrode 3), (¢) t=2.6 ns
(electrode 4), and (d) t=3.6 ns (electrode 1)

control electrode from the left (electrode 2) as yellow colored in
Fig. 13(a), and then the contact angle of the left half of the droplet
0, becomes larger than 6. The difference in the contact angles
results in the net force between surface tension and viscous wall-
shear force, which is the driving force of the droplet moving along
the channel in the z direction.

The same negative charges are switched to the neighboring con-
trol electrode in order to keep the droplet moving on the surfaces.
Consequently, the second droplet moves in with electrode 1, nega-
tively charged, while the first one moving out as observed in Fig.
13(d). Figure 14 shows the instantaneous velocity vectors of all
the fluid particles at r=0.6 ns and 1.6 ns, respectively. Also, the
sum of velocity components of the droplet indicates its simulta-
neous mode of rolling and transition on the surfaces. The averaged
magnitude of the axial velocity with respect to time is plotted in
Fig. 15. One by one, each control electrode holds negative charges
for the same interval of a nanosecond. At the beginning phase of
each interval, the droplet accelerates due to the adhesive force
between the fluid particles and wall particles on the electrode until
it reaches the midpoint of the electrode, and then its moving speed
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Fig. 14 Instantaneous velocity vectors of the droplet in mo-
tion: (a) t=0.6 ns and (b) t=1.6 ns

suddenly drops. Based on the present simulations, it is recon-
firmed that electrowetting phenomenon could be one of the prom-
ising ideas for nano-/micropumping systems.

Conclusion

The NEM3D code has been developed and applied to provide
fundamental understandings of nanofluidics. The statistical flow
quantities, such as time-averaged velocity profiles, showed the
discrepancy from the Navier—Stokes solution in nanoscale. Coun-
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E
kel
< H H
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Fig. 15 Averaged magnitude of axial velocity of the droplet
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terions were mixed with liquid argon to illustrate the non-
Newtonian behavior of the heterogeneous fluid. In addition, elec-
trostatic flows in a charged nanotube were also examined to
compare to noncharged fluids. It is found that the sign of wall
surface charge determines the flow resistance that is inversely
proportional to flow rate while applying the same driving force
per sectional area. As an application, full nanojetting process was
simulated for droplet ejection, wetting, and drying phenomena in
a consequent manner. In addition, a conceptual nano-pumping
system was successfully simulated using the electrowetting phe-
nomenon. The present molecular dynamics approach showed its
potential applicability to the wide range of nano-/microelectro-
mechanical engineering fields.
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Scaling of the Wall Pressure
Field Around Surface-Mounted
Pyramids and Other Bluff Bodies

The turbulent flow around square-based, surface-mounted pyramids, of height h, in thin
and thick boundary layers was experimentally investigated. The influence of apex angle {
and angle of attack a was ascertained from mean surface flow patterns and ground plane
pressure measurements taken at a Reynolds number of 3.3 X 10* based on h. For both
boundary layer flows, it was found that the normalized ground plane pressure distribu-
tions in the wakes of all the pyramids for all angles of attack may be scaled using an
attachment length (X)) measured from the upstream origin of the separated shear layer to
the near-wake attachment point on the ground plane. It was also shown that this scaling
is applicable to data reported in the literature for other bluff body shapes, namely, cubes,
cones, and hemispheres. The ground plane pressure coefficient distributions in the up-
stream separated flow region, for all the shapes and angles of attack examined, were
found to collapse onto two curves by scaling their streamwise location using a length
scale (X,), which is a function of the frontal projected width of the body (w') and the
height of the body. These two curves were for cases where 6/h<<1 (“thin” boundary
layer) or 6/h=1 (“thick” boundary layer), where & is the oncoming boundary layer
thickness. Further work is required to provide a more detailed statement on the influence
of boundary layer thickness (or state) on the upstream pressure field scaling.

[DOL: 10.1115/1.2754325]

Keywords: surface-mounted bluff body, pyramid, surface pressure distribution, scaling,
topology, separation, attachment

1 Introduction

The study of separated, turbulent flows around even simple,
surface-mounted, three-dimensional bluff bodies is fundamentally
important for providing diagnostic tools to understand and predict
more complex flows of industrial and environmental relevance.
Generally, the flow separation process upstream of the obstacle
and on the obstacle faces gives rise to complex, large-scale vorti-
cal structures [1-4], the relevance of which ranges from wind
effects on buildings [5-10], dispersion of pollutants and changing
wind patterns over rough terrain [11-14], to the cooling of elec-
tronic heat sinks [15,16]. Unlike flows over nominally two-
dimensional surface-mounted bluff bodies, the mean orientation
for the vortical structures may change downstream of the obstacle,
giving rise to highly three-dimensional and much more complex
flow patterns [1,3]. Yet, three-dimensional bluff body flows have
received much less attention than their two-dimensional counter-
parts.

At moderate and high Reynolds numbers, the flow around dif-
ferent surface-mounted bluff bodies, such as rectangular obstacles
[4-7,9,15], hemispheres [2,17,18], cones [12,13,19], or vertical
cylinders [1,20-22], share many qualitative features. Typically,
the adverse pressure gradient imposed by the obstacle causes the
upstream separation of the oncoming flow, giving rise to a horse-
shoe vortex system, fed by the vorticity generated at the leading
edge of the plate [1,22], which extends downstream on either side
of the body [1-4,17-25]. A comprehensive review [22] of the
separated flow structure upstream of rectangular bluff bodies and
symmetrical, vertical cylinders of different cross-sectional shapes
shows that the effect of body geometry and boundary layer con-
ditions are both dependent on whether the incident flow is laminar
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or turbulent. For a turbulent boundary layer, the location of the
upstream separation and of the primary core of the horseshoe
vortex system in the plane of symmetry depend mainly on the
body width. On closer inspection, blunt bodies, such as prisms,
give rise to a longer separation region than more streamlined bod-
ies, such as airfoils, of the same width. For obstacles of width w
and height £, it is found that the location of the upstream separa-
tion, when measured from a point w/2 downstream of the frontal
wall body junction, scales with boundary layer thickness & for
h/w>1. However, for h/w <1, the influence of the body geom-
etry is significant, while the influence of the boundary layer thick-
ness is very small. For laminar boundary layers, it is found that
both the displacement thickness-to-body height ratio and the Rey-
nolds number (based on the displacement thickness) are also sig-
nificant parameters. To the authors’ knowledge, a similar com-
parative study has not been published for tapered bodies, such as
cones or hemispheres.

The flow structure in the wake of three-dimensional bluff bod-
ies strongly depends on the obstacle shape, since the vorticity is
mainly generated at the separation point on the obstacle faces
[1,3]. For rectangular bluff bodies with 2/w <1 [3], the wake flow
structure corresponds to an owl-face pattern of the second kind,
This mean wake flow pattern is characterized: (i) in the vertical
plane of symmetry by a recirculation vortex (node) formed by a
hairpin vortex extending downstream on either side of the plane of
symmetry, and (ii) on the ground plane (wall) by two nodes on at
the leeward base of the obstacle (a vortex tube extends down-
stream from each), an attachment node on the plane of symmetry,
and two saddle points on each side as defined in [25]. The attach-
ment length X, along the line of symmetry depends on i#/w and
the oncoming boundary layer thickness-to-obstacle height ratio
[3]. Furthermore, a partial streamwise collapse of the mean sur-
face pressure distribution along the line of symmetry in the ob-
stacle wake can be obtained, when the streamwise variable is
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A

Fig. 1 Experimental setup and geometry

normalized by X, defined from the obstacle leading edge [3,15].
Tapered geometries, such as cones [12,13,19] or pyramids [10,23],
are found to result in the generation of oblique shear layers. The
influence of the resulting tilted vortical structures on wake mixing
is still poorly understood. The generation of large hairpin vortices
behind hemispheres [2,17,18] results in mean flow patterns topo-
logically different from those behind rectangular bluff bodies
[3,4]. For cones or pyramids, previous studies have concentrated
mainly on qualitative observations of the flow structure and mea-
surements of heat and mass transfer [10,12,16,19] or shedding
characteristics [13,23]. The wake flow structure has not been ex-
tensively studied, and the program of research by the present au-
thors is intended to examine the effect of the body geometry on
pyramid wake flows.

The present paper focuses on the surface pressure distributions
on the ground plane around differently tapered pyramids, together
with the mean surface flow patterns deduced from oil-film surface
visualization. The pyramid shape was selected for this study be-
cause it is fundamentally distinct. Because of the wall taper, its
detailed wake structure is expected to differ from that of rectan-
gular prismatic obstacles. Unlike cones or hemispheres, however,
the separation point is fixed at the sharp edges and the wake
should be less dependent on Reynolds number effects or oncom-
ing turbulence level. The principal aim was to find appropriate
scaling parameters for the upstream and downstream separated
flow regions that may be applicable to all pyramid geometries,
flow angles of attack and approach flow boundary layer condi-
tions. A second aim was to ascertain whether such parametrization
would also be applicable to other bluff body shapes. Because of
the change in flow pattern (and shear layer separation location)
with angle of attack, it was hypothesized that such a universal
spatial scaling for the near wake wall pressure distribution would
necessitate a length scale related to the distance from separation of
the shear layer from the body to the reattachment point on the
ground plane, rather than the conventional scaling from the geo-
metrical center of the body to reattachment.

2 Experimental Details

The surface flow field was investigated for three different
square-based, sharp-edged, surface-mounted pyramids placed in a
thin and a thick boundary layer at Reynolds numbers, Re, ranging
from 1.0 X 10* to 5.0 X 10, based on the pyramid height / and the
freestream velocity U.. The flow geometry and nomenclature are
shown schematically in Fig. 1. The experiments were carried out
in a 460 mm X460 mm cross-section, open-circuit suction-type
wind tunnel with an inlet contraction ratio of 4:1, and a test sec-
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Fig. 2 Mean velocity, U/U,,, and turbulence intensity, v'/U,.,
profiles of approach flow in a thick boundary layer at X=17h
and X=18h as well as X=21h (downstream of obstacle) as mea-
sured prior to placement of obstacle with apex at X=20h.
Power-law fit is provided for X=18h (U,,=10 m/s)

tion length of 800 mm. The freestream velocity ranged between
U,=3 m/s to U,=15 m/s, and the freestream turbulence inten-
sity u’ /U, was around 1.0%. Three pyramids of tip (apex) angles:
{=45 deg, 60 deg, and 90 deg, were tested at six angles of attack:
a=0 deg (one face normal to the flow), a=10 deg, a=15 deg,
a=22.5 deg, @=35 deg, and a=45 deg (one base tip aligned with
the flow). The pyramids were of height 2=50 mm, giving a maxi-
mum blockage ratio, based on the obstacle frontal area, of ~2.7%,
such that no blockage corrections were required for the data pre-
sented. A further model, namely, a cone of height 100 mm and
apex angle (=28 deg, had also been tested in the same thin lami-
nar boundary used in the present study and, thus, those data were
included in the analysis presented here.

Preliminary measurements of the undisturbed (i.e., in the ab-
sence of the obstacle) boundary layer velocity distribution were
conducted using a Model TSI-1210 cylindrical straight probe
single-wire hot-wire anemometer (HWA), with the freestream ref-
erence velocity being monitored by a linearized, ruggedized single
probe (Model TSI-1266). The outputs from both probes were
sampled at 1000 Hz. For the thin boundary layer experiments, the
HWA measurements showed that the undisturbed boundary layer
was laminar and the velocity distribution followed the Blasius
profile with a boundary layer thickness of 6= 0.1k at X=6h. The
obstacles were mounted with the apex at X=6h downstream of the
plate leading edge.

The thick, turbulent boundary layer was created by a 9 mm
high horizontal barrier at the plate leading edge, followed by a
fetch (94 length) comprising three 5 mm wide and 3 mm high
two-dimensional rectangular block roughness elements spaced
90 mm apart in the streamwise direction and spanning the work-
ing section, followed by three rows of 5 mm wide and 2 mm high
two-dimensional rectangular block roughness elements spaced
80 mm apart in the streamwise direction, also spanning the test
section. The mean velocity and turbulence intensity profiles at X
=18h downstream of the plate leading edge are shown in Fig. 2.
At this location, the boundary layer thickness was 6= 2h, whereas
the displacement and momentum thickness were 0.25h and 0.184,
respectively. The mean velocity profile followed a power-law dis-
tribution with coefficient 0.155. The maximum turbulence inten-
sity was 11% and occurred at =0.45h above the plate. The value
of the surface roughness parameter z,, for the boundary layer was
0.089 mm, and the normalized friction velocity u«/U.., was 0.038,
as determined by fitting the standard logarithmic-law relationship
Ulu==2.51n([y—-d]/z,), to the experimental data, while choosing
the zero plane displacement value d to give the best fit near the
wall. The pyramids were placed on a smooth section of the plate,
with the pyramid tip located at X=20h from the leading edge and
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6h from the last roughness element. Also included in Fig. 2 are the
velocity and turbulence intensity distributions at X=17h and X
=21h.

A total of 550 pressure taps of 0.8 mm dia were uniformly dis-
tributed on the plate around the pyramid at intervals of 5 mm and
10 mm in the spanwise and the streamwise directions, respec-
tively. The frequency response of the pressure-sensor-tapping-tube
system to imposed pressures at different discrete frequencies pro-
duced through a speaker was determined to be flat to 100 Hz
(3 dB cutoff at 140 Hz). Sixteen Data Instruments DCA4 differ-
ential pressure transducers were used to measure the pressure,
simultaneously, at different locations. The continuous signal was
acquired with a 12-bit, 16-channel A/D acquisition card at sam-
pling rates of 1000 Hz for 10 s record lengths. The freestream
velocity U, was also measured with the HWA during each set of
pressure measurements, using the same sampling rate and record-
ing length, with the uncertainty for U, being +0.7%. The differ-
ential pressure transducer had a range of 0—250 Pa and a resolu-
tion of +0.26 Pa. The standard deviation of the pressure signal
calibration curve, based on linear regression analysis, was +0.8%
of the full scale. The digitization uncertainty based on the acqui-
sition card was +0.4 Pa. Mean pressure P results are shown in
terms of the pressure coefficient, Cp=(P—P°o)/(1/2)pUi, where
p is the air density and P.. is the reference static pressure from a
freestream pitot-static tube. The fluctuating pressures are given by
Cpms=p'1(1/2)pU>%, where p’ is the standard deviation (rms) of
the pressure fluctuations. The resulting uncertainty in Cp
=+0.035 and in Cp,,=+0.015 at Re=3.3X 10*, and these are
shown as error bars in the figures.

Preliminary measurements showed that the pressure distribution
was symmetric about the X-axis with the model at a=0 deg and
45 deg. Hence, symmetry was assumed for all the =0 deg and
45 deg cases, with pressure measurements taken over only one
side of the ground plane.

Oil-film surface flow visualization, following the principles
given in [26], was carried out in order to provide the mean surface
flow shear patterns from which the near-wall large-scale flow
structure could be deduced. Approximately 10 ml of graphite
powder (photocopier machine toner) was added to 100 ml of light
transmission oil. Then, 20 ml of kerosene was added to the mix-
ture, which was immediately painted on the ground plane and the
wind tunnel switched on. These visualizations were recorded on a
digital camera and used in conjunction with topological principles
[1,25] to ascertain the surface flow structure, including the mean
locations of flow separation and attachment that were determined
to within £3 mm (£0.064).

3 Results and Discussion

The characteristics of the mean flow and pressure field around
square-based, sharp-edged, surface-mounted pyramids in thin and
thick boundary layers are presented. Tests were conducted for
three different pyramids (apex angles: (=45 deg, 60 deg and
90 deg) at six angles of attack: 0 deg= a=45 deg, for 1.0x 10*
<Re<5.0x 10* in thin (6/h=0.1) and thick (8/h=~2.0) bound-
ary layers. The influence of Re in this range was found to be
small, within experimental uncertainty, and so only data from the
case with Re=3.3X 10* (that is, with a freestream velocity of
10 m/s) are presented in this paper.

The present authors have previously shown [23] that, based on
the wake flow periodicity and mean velocity distribution for the
thin boundary layer case, the pyramids can be classified as slender
(£<75 deg) or broad ({=75 deg). For slender pyramids, it was
shown that wake periodicity occurs only for thin boundary layers
and is related to the regular shedding of vortices formed on the
obstacle side faces and base region. The shedding frequency
scales with L=w'/{w’/h, where w' is the frontal projected width
of the pyramid base. For the broad pyramids, it is observed that
the periodic vortex shedding occurs only for thin boundary layers
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Fig. 3 Oil-film flow patterns around pyramid {=60 deg for «
=0 deg in thin boundary layer (Re=3.3 X 10%)

and above a critical angle of attack a. In this section, the mean
ground plane flow patterns and pressure distributions for slender
pyramids in thick and thin boundary layers are compared. Subse-
quently, the influence of the apex angle { and angle of attack « are
discussed.

3.1 Wall Flow Around Slender Pyramids ({<75 deg) at
a=0 deg. It was found [23] that the flow around pyramids
mounted normal to the flow, a=0 deg, is similar for all slender
pyramids (£{<75 deg) and so the =60 deg pyramid case only is
used here as an example for discussion.

3.1.1 Thin Boundary Layer Case. The mean flow pattern ob-
tained with the oil-film visualization technique is shown in Fig. 3
for the thin boundary layer case. The mean Cp and fluctuating
Cpms pressure coefficients are shown in Fig. 4. The oncoming
flow separates along the pigment accumulation line originating at
the saddle point, marked B in Fig. 3, due to the rapid increase in
the adverse pressure gradient (Fig. 4(b); marked B in PI). The
separated shear layer roles up to form a horseshoe vortex similar
to those observed for cubes [3,4,6], hemispheres [2,18], and cones
[12,16,19]. The core of the primary horseshoe vortex is located
downstream of the separation line, slightly upstream of the white
band marked A’ in Fig. 3. This white band results from the pig-
ment being swept away due to the high shear rates induced by the
vortex motion. This motion also results in the slight pressure drop
upstream of the obstacle observed in Fig. 4(b), P1. Several coun-
terrotating secondary vortices are located between the separation
line B’, extending from the saddle point at B, and the primary
horseshoe vortex (A’). Such secondary structures have been ob-
served for other bluff bodies in thin, laminar boundary layers
[2,19,22-24]. These secondary structures are entrained into the
primary horseshoe vortex as the system is deflected downstream
[22].The separation line B’ is deflected downstream and is a nega-
tive bifurcation line (flow converges). The core of the horseshoe
vortex extension is roughly located above this line.

In the near wake, the oil-film results show two vorticity con-
centration nodes, with their centres marked D in Fig. 3. These
nodes are the footprints of two counterrotating vortex tubes and
the Cp contours (Fig. 4(a) and 4(b), P3) at x/h=0.75 show that a
high suction pressure exists there, together with high-pressure
fluctuations, Cp,y,, in Fig. 4(b), P3. Further downstream, the flow
attaches at the node marked E in Fig. 3. The present authors’
previous velocity measurements [23] show that the flow along
z/h=0 is a downwash directed toward the ground plane. The im-
pinging mass flux forces the wake to expand, forming a necklace
pattern downstream of the attachment point E. As a result, there is
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Fig. 4 (a) Cp and Cp,,s contours around pyramid {=60 deg at «=0 deg and Re
=3.3X10% in thin boundary layer and (b) profiles along different sections labeled
in (a). Letters correspond to flow structures in Fig. 3.

a positive bifurcation line along z/h=0. Since the vorticity con-
centrations about the node D cause fluid to move towards the
plane z/h=0, two saddle points must exist, located symmetrically
about E, from which the two negative bifurcation lines, C,, ex-
tend downstream. Since the flow and, hence, the pigment, con-
verge along these lines, these appear as slightly darker traces. The
nature of the lines C, was verified using different color pigments
(not shown here). The pigments could be observed to converge
but not cross these critical lines. Following previous work [1,25],
to be topologically consistent, a positive bifurcation line (flow
diverges) must exist between B’ and C,. This line matches the
low-pigment (white) line indicated as C; in Fig. 3, and it coin-
cides with the location of the slight depression in the Cp distribu-
tion for profile P4 shown in Fig. 4(b). The pressure distribution
along z/h=0 in the wake initially shows a pressure drop. The
minimum is located roughly at the downstream location of the
center of nodes marked D. Further downstream, there is a pressure
recovery. The Cp,, distribution shows a maximum close to the
minimum Cp streamwise location (Fig. 4(b), P2).

3.1.2 Thick Boundary Layer Case. The oil-film surface flow
visualization for the pyramid {=60 deg at @=0 deg in the thick
boundary layer is shown in Fig. 5. The flow patterns due to the
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upstream separation and the downstream extension of the horse-
shoe vortex are qualitatively similar to those for thin boundary
layers. The location of the separation point B changes little with &,
this behavior being similar to that observed for vertically mounted
cylinders of different shapes [22]. The position of the line A’,
which is associated with the location of the primary horseshoe
vortex (and a local pressure drop along P1 in Fig. 6(a)), occurs
closer to the obstacle for larger 8. This observation is consistent
with earlier work (reviewed in [22]) showing that, for turbulent
boundary layers, the location of the primary vortex core is gener-
ally closer to the obstacle and relatively insensitive to the oncom-
ing boundary layer thickness when compared to laminar boundary
layers.

In the wake, for thick boundary layers, the nodes D are located
closer to the obstacle than for the thin case. Further downstream
only one (positive) bifurcation line C’ is observed. As a result, the
bifurcation line along the plane of symmetry (z/h=0) is now a
negative bifurcation. During the oil-film experiments, it was con-
firmed that pigment is entrained from C’ to the plane of symme-
try. These observations suggest that there is a general upwash
along z/h=0 downstream of the attachment node E, as can be
inferred from measurements made in atmospheric boundary layers
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for similar pyramid apex angles [10]. The line C' appears to origi-
nate between the node D and the plane of symmetry, while the
line Cy, for the thin boundary layer case (shown in Fig. 3), origi-
nates at the trailing-edge corner of the pyramid, suggesting that
these lines arise differently. Thus, the wake structure is signifi-
cantly different from that for the thin boundary layer case.

The wall pressure distribution for the pyramid (=60 deg at «
=0 deg in the thick boundary layer is shown in Fig. 6. The pat-
terns of Cp and Cp,, contours are generally similar to those
observed for thin boundary layers (see Fig. 4), but their magni-
tudes are much less for the thick boundary layer case. For ex-
ample, along z/h=0, Cp upstream of the pyramid approaches 0.80
and the minimum in the wake trough approaches —0.55 for the
thin boundary layer. For the thick boundary layer case, these val-
3 - : : 3 i ues are reduced to 0.25 and —0.30, respectively.

FL A similar observation is made for Cp,,,;. The difference in Cp
and Cp s levels can be related to the flow inertia. For thin bound-
ary layers, the pyramid extends above the wall layer and, there-

Fig. 5 Oil-film flow patterns around pyramid (=60 deg and «
=0 deg in thick boundary layer
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Fig. 6 (a) Cp and Cp,,s contours around pyramid {=60 deg at «=0 deg and Re
=3.3X10%in thick boundary layer and (b) profiles along different sections labelled
in (a). Letters correspond to flow structures in Fig. 5.
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Fig. 7 Oil-film picture for pyramid {=90 deg for a=0 deg in (a)
thin boundary layer and (b) thick boundary layer (Re=3.3
X 10%)

fore, is exposed to high inertia fluid. For the thick boundary layer
case, the pyramid is immersed in lower-momentum fluid. It fol-
lows that the energy content and, thus, the maximum resulting
pressure fluctuations, will be lower relative to the kinetic energy
of the freestream flow. From the above results, it may be noted
that the Cp and Cp,,,,; distributions over the center line, z/h=0 are
representative of the changes in magnitude of the entire wall sur-
face field. Therefore, the pressure coefficient along z/h=0 will be
used for further comparisons in this paper.

3.2 Wall Flow Around Broad Pyramids ({>75 deg) at «
=0 deg. As noted above, for a given oncoming boundary layer,
the flow patterns are very similar for the slender pyramids (£
<75 deg) at a=0 deg. In addition, periodic vortex shedding form
the obstacle side faces is observed in the thin but not for the thick
boundary layer case [23]. For broad pyramids, however, ({
>75 deg) at a=0 deg, there is no evidence of periodic vortex
shedding for either boundary layer case. In this section, it will be
shown that the resulting flow patterns for broad pyramids are
similar for both boundary layers and are more akin to those ob-
served around slender pyramids for the thick (turbulent) boundary
layer case.

Oil-film images of the surface flow patterns observed for the
broad pyramids are similar to those for (=90 deg pyramid at «
=0 deg shown in Figs. 7(a) and 7(b) for the thin and thick bound-
ary layers, respectively. In each case, the footprint of the horse-
shoe vortex system is easily identified upstream and to the sides of
the obstacle. The concentration nodes D and the negative (con-
verging flow) bifurcation line B’ are easily recognized. Similarly
to the slender pyramids in the thick boundary layer case, there is
a single positive bifurcation line C’ between B’ and the negative
(converging) bifurcation line along z/h=0. This pattern indicates
a general upwash in the wake along z/h=0, as confirmed by the
previous velocity measurements along the plane of symmetry
[23]. Hence, the surface flow patterns for the broad pyramids in
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D

Fig. 8 Oil-film flow pattern for pyramid (=60 deg in thin
boundary layer at (a) «=22.5 deg and (b) «=45 deg

both the thin and thick boundary layer are similar to those of the
slender pyramids in the thick boundary layer (see Fig. 5). This
indicates that where periodic vortex shedding is not present, the
flow structure is always similar but different to that observed
when vortex shedding occurs.

3.3 Influence of Angle of Attack (). Figure 8 provides an
illustration of the effect of changing the flow angle of attack and
shows the oil-film surface flow patterns for a slender pyramid (£
=60 deg) at @=22.5 deg and 45 deg in the thin boundary layer.
Considering first the case of @=45 deg, shown in Fig. 8(b), it may
be seen that the topology of the flow patterns is similar to that
observed for a=0 deg. The footprint of the horseshoe vortex (line
B’) and the wake vortices (marked D) are easily recognized. Care-
ful inspection allows identification of the positive and negative
bifurcation lines, C; and C,, respectively, from which it can be
inferred that a positive bifurcation occurs at z/h=0 (implying a
downwash in the wake). For a=22.5 deg, these features can also
be identified but are distorted due to the inherent asymmetry as
shown in Fig. 8(a).

Inspection of the oil-film surface flow patterns for the other
cases studied (not shown here) allows similar observations. For
slender pyramids in thick boundary layers and for broad pyramids
in both thin and thick boundary layers, the flow topology at «
=22.5deg and a=45 deg is similar to that observed for «
=0 deg, for the same flow conditions. The line B’ and the nodes
marked D are easily recognized and only the positive bifurcation
line C’ is observed in the wake (see Figs. 5 and 7).

The pressure distributions on the ground plane around the ob-
stacle provide a good indication of the extents of the upstream and
downstream flow recirculation regions. Hence, the question of
whether the changes in these distributions (reflecting the near-wall
flow structure) with angle of attack, model geometry, and bound-
ary layer conditions can be taken into account by use of suitable
scaling variables is addressed in Sec. 3.4.
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Fig. 9 Schematic representation of the more pertinent length
scales in relation to the main topological features and geomet-
ric parameters

3.4 Scaling of the Ground Plane Pressure Distributions.
The choice of suitable length scales for the ground plane mean
pressure distribution along a line passing through the obstacle
geometric center is discussed in this section. It will be shown that
the chosen upstream and downstream length scales are appropriate
for scaling results from different geometries and conditions. To
facilitate the ensuing discussion, Fig. 9 provides a summary of the
more pertinent length scales in relation to the main topological
features and geometric parameters.

3.4.1 Pressure Distribution in the Upstream Separated Flow
Region. Figures 10(a) and 10(b) show the mean pressure coeffi-
cient distribution along z=0 for the pyramid at all the measured
angles of attack in the thin and thick boundary layers, respec-
tively. In the figure legends, the data series are referenced first by
the apex angle, with the angle of attack after the hyphen. The x
location is scaled by the length of the upstream separated flow
region X,, measured from the point of separation (marked B in
Figs. 3, 5, 7, and 8) to the center of the obstacle, as determined
from the oil-film images. It was found that the alternative ap-
proach of measuring X, from separation to the upstream edge of
the base of the obstacle along z=0 produced a much poorer col-
lapse of the data. Also included are relevant data from other work-
ers for a cone with 6/h=0.16 [19], a cube with 8/h=0.99 [6], and
a hemisphere with both 8/h=1.23 and 2.47 [18]. Although the
collapse is not particularly good, especially for the cube data, it
may be seen that the data fall into either the “thin” or “thick”
boundary layer categories, depending on whether /2 <<1 (“thin”)
or 8/h=1 (“thick”). Ballio et al. [22] investigated the location of
the upstream separation point for different surface-mounted, sym-
metrical, vertical (i.e., nontapered) obstacles of height 4 and width
w'. They found that, for a given geometry, X,/w’ depends only on
hi/w' when 8:/w'>0.01, where J is the boundary layer displace-
ment thickness and X is referenced to w'/2 downstream of the
leading face. However, this scaling does not appear to be appro-
priate for collapsing the data from the wide range of different
shapes studied in the present work.

It is likely that the length of the upstream ground plane pressure
distribution will scale with some measure of the bluffness, or
blockage, of the obstacle. Renormalizing x by A'/2, where A is
the projected frontal area of the obstacle, produces an improved
scaling (not shown here) for all the pyramid data, within each of
the two o/h categories. However, there must be a restriction on
the applicability of this simple area scaling in terms of body as-
pect ratio, w'/h (the data presented here being within 0.8
<w'/h<3), since very broad (nominally 2D) or very tall bodies
will have upstream pressure distributions that are eventually inde-
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Fig. 10 Cp distribution along z/ h=0, with position scaled us-
ing length of separated flow region X, for the bluff bodies in
(a) thin boundary layer and (b) thick boundary layer (T is used
to indicate thick boundary layer data)

pendent of aspect ratio. To account for the obstacle shape and

aspect ratio, the scaling X, =\w/w'*(w/h/Ww/h+1)h was devel-
oped, where w=A/h represents an average obstacle width, w/w’
is a shape factor (with w’ being defined as the projected width of
the base of the obstacle) and w/hw/h+1 represents the influence
of the aspect ratio. As required, in the limit of very broad or very
tall bodies, X,, scales with i or w', respectively, and with A'/2 for
aspect ratios close to 1. Scaling the data with X, provides a good
collapse of the upstream pressure distribution for the different
bodies and angles of attack for a given 6/h category, as shown in
Figs. 11(a) and 11(b).

It was not possible to find a suitable scaling for these pressure
coefficient distributions that will collapse all the experimental data
from both boundary layer categories onto a single curve, whether
by using the stagnation pressure on the front face of the body, the
dynamic pressure of the boundary layer at y=h, or the wall shear
stress, based on .

3.4.2  Pressure Distribution in the Near Wake Region. It has
been shown previously that reexpressing the wall pressure coeffi-
cient distribution in terms of a modified coefficient, defined as

Cp=[(Cp=CPuin)/ (CPmax—CPmin) 1. leads to a collapse of the Cp
distribution in the near wake of several different 2D bluff body
geometries [27]. Here, Cpp;, is the minimum pressure located in
the recirculation zone and Cp,,, 1S the pressure at the end of the
recovery region. The wake wall pressure distributions along z=0

for the bodies discussed in Sec. 3.4.1, expressed in terms of Cp,
are presented in Figs. 12(a) and 12(b), for the two boundary layer
categories, respectively. The legends Fig. 12 are defined in the
same way as in the earlier figures. The conventional normalizing
length scale for x has been used here, namely, the attachment
length X, measured from the center of the obstacle to the point of
mean reattachment of the shear layer, as determined from flow

SEPTEMBER 2007, Vol. 129 / 1153

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



a) 1.0
—— 4500 —e- 45250
e ee 45-45° —a—60-0° ’
0.8 | —-®--60225  ---me-- 6045 i
—a—90-0° - k--90-225° o
oA 90-45° —— Cone [19]
0.6 @ Error Bar
=
®)
0.4
0.2
0.0
-2 0
b)LO s —e-=45225T H
“eeon-- 4545°T —8— 60-0°T !
—-B--60-225°T oeeB - 60-45°T :
0.8 &+ —a—90--T —#&-=90-225T | A
ceA-- 9045°-T —-@—- Cylinder [20] :
---X--- Hemisphere-3/D=1.23[18] = —— Hemisphere-3/D=2.47[18] I
0.6 - —o— Cube-5° —-&--Cube-25°
: ---0--+ Cube-45° —=—Cube [4]
(=9 — —— —Prism-w/h=2 [4] --- - Prism-w/h=4 [4]
— =% - = Prism-w/h=6 [4] —-+—- Prism-w/h=10 [4]
0.4 -
ﬁError Bar
0.2 -
0.0 -

-6 -14  -12 -10 -8 -6 -4 -2 0

Fig. 11 Upstream Cp distribution along z/h=0 with position
scaled using X,, for bluff bodies in (a) thin boundary layer and
(b) thick boundary layer
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Fig. 13 Ground plane pressure distribution downstream of the
bluff bodies, Cp=[(Cp-CpPmin)!(CPmax— CPmin)], With location
scaled by X}, in (a) thin boundary layer and (b) thick boundary
layer

visualization images. When comparing the distributions for the
different obstacles and different angles of attack, it may be seen
that the collapse is extremely poor and greatly in excess of any
experimental uncertainty. This is, perhaps, unsurprising since
choosing a fixed point (the center of the obstacle) for scaling X,, is
not appropriate when it is evident that the location of the shear
layer separation from the body will vary with both body shape and
angle of attack. Hence, a more suitable scaling has been sought
that reflects the complete length of the recirculation region from
the origin of the separated shear layer to its subsequent reattach-
ment. It was found that the streamwise length X/, measured from
the mean attachment point to the location where Cp=0 on the
ground plane adjacent to the most upstream face of the obstacle
resulted in a greatly improved collapse of the data sets for all the
bodies, as shown in Figs. 13(a) and 13(b). The Cp=0 location
provides a sensible and consistent reference point since it is ap-
proximately at the center of the strong pressure gradient region,
where the shear layer vorticity near the ground is being generated
immediately prior to separation. Not only does X, scale the pres-
sure distributions within the different 6/h categories, it may be
seen from Figs. 14(a) and 14(b) that it also makes the distributions
(except very close to the body where the local geometry will be
important) practically independent of boundary layer conditions
(Fig. 14(b)). This is not the case when the conventional scaling by
X,, is used (Fig. 14(a)). This finding suggests that, irrespective of
the differences in the formation of the shear layer due to different
boundary layer conditions, the resulting ground plane pressure
distribution is strongly correlated with the streamwise extent of
that shear layer after separation.

4 Concluding Remarks
The influence of obstacle taper on the mean near-wall flow

around surface-mounted, sharp-edged, square-based pyramids was
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Fig. 14 Ground plane pressure distribution, ép:[(Cp
= CPrin)! (CPmax— CPmin) ], downstream of all the bodies in all the
boundary layers, with location scaled by (a) X, and (b) X,

experimentally investigated. Surface pressure distributions and
mean surface flow patterns for several pyramids of different apex
angle { as a function of the angle of attack « in a thin and a thick
oncoming boundary layer were measured, with the surface pres-
sure data compared to those obtained for other bluff body shapes,
namely, a cone, a hemisphere, a cube, and square cross-sectional
prisms (w/h=10).

Differences in the surface flow patterns downstream of the
pyramids in the thick and thin boundary layers suggest significant
topological differences in the mean wake flow structure. In par-
ticular, for those cases where periodic vortex shedding was previ-
ously found to occur [23], namely, slender pyramids (¢
<75 deg) in a thin boundary layer, the surface flow topology
presented here, together with previous flow field velocity mea-
surements, demonstrate that downwash occurs on the wake cen-
terline. In contrast, for broad pyramids ({=75 deg) in a thin
boundary layer, and all pyramids in a thick boundary layer, where
vortex shedding was found not to occur, there is an upwash in the
near-wake centerline.

Irrespective of the detail of the near-wake structure, this paper
has shown that a suitable scaling approach may be used to achieve
a collapse of the mean ground plane surface pressure distributions
around a wide range of different surface-mounted bluff bodies,
based on geometrical considerations (namely, a simple function of
the frontal projected width of the base and the height of the body
for the upstream wall pressure distribution) and a first-order as-
sessment of the length of the separated shear layer from the body
(namely, the overall streamwise extent of the separated flow re-
gion for the near-wake wall pressure distribution). However, the
present scaling for the pressure distribution upstream of bluff ob-
stacles is still incomplete since the influence of the oncoming
boundary layer thickness (or state) could not be quantified. Fur-
thermore, additional work is required in order to fully describe the

Journal of Fluids Engineering

near-wake formation processes and flow topologies associated
with the various pyramid configurations discussed here and this
will be the subject of a subsequent paper.

Nomenclature
A = frontal projected area of body
Cp = mean pressure coefficient
Cp.ms = rms pressure coefficient
h = height of body
P = pressure
p' = rms of pressure fluctuations
Re = Reynolds number=hU../v
streamwise velocity component
U, = freestream velocity
u' = rms of the streamwise velocity component
ux = friction velocity
= width of base of body
= average projected width of body
w’ = frontal projected width of base of body
x = distance along streamwise axis from center of
body

X = distance from leading edge on ground plane

X, = attachment length (from geometrical center of
body)

X! = attachment length (from location of separation

on upstream side of body)
X, = upstream separation length (from geometrical
center of body)
scaling parameter for upstream pressure
distribution
= distance along vertical axis
distance along lateral axis
angle of attack
boundary layer thickness
boundary layer displacement thickness
kinematic viscosity of fluid
density of fluid
= pyramid or cone tip (apex) angle

=

mbv?’@,&m%
I
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Transport in a Fractured Porous

Solute transport in the fractured porous confined aquifer is modeled by the advection-
dispersion equation with fractional time derivative of order vy, which may vary from 0 to
1. Accounting for diffusion in the surrounding rock mass leads to the introduction of an
additional fractional time derivative of order 1/2 in the equation for solute transport.
The closed-form solutions for concentrations in the aquifer and surrounding rocks are
obtained for the arbitrary time-dependent source of contamination located in the inlet of
the aquifer. Based on these solutions, different regimes of contamination of the aquifers
with different physical properties are modeled and analyzed. [DOI: 10.1115/1.2754327]

Keywords: solute transport, contamination, fractured aquifer, porous blocks, fractional-

in-time derivative, closed-form solutions

1 Introduction

Water flow and solute transport in fractured rocks gained in-
creasing interest in the last decades because several countries plan
to site final repositories for high-level nuclear waste at large
depths in rock formations [1-6]. For a number of reasons, some
accidents at or damage of nuclear waste repositories may occur
and, as a result, groundwater may come into contact with the
radioactive waste. Nuclides would then be released and carried by
the slowly seeping groundwater to the biosphere. Fortunately,
there are mechanisms that retard most of the nuclides of concern.
The most important retardation mechanism is caused by the up-
take of the nuclides from the flowing water in the fractures into
the (slightly) porous rock matrix in the rock blocks between the
conducting fractures. The retardation effect can be tremendous for
the sorbing nuclides and can result in significant reduction of ra-
dioactivity of the waste [1,2]. Besides the granular porous me-
dium, which contains fluid in the intergranular pore space, in frac-
tured rocks fluid flow takes place in a network of interconnecting
fractures. A fractured porous medium is made up of blocks of an
ordinary porous medium, possessing the nonzero porosity of
blocks and high hydraulic conductivity of the network of fissures.
Therefore, for a fractured porous medium, it can be said that the
fluid is stored in the porous elements and transported along the
fissures. Water flow and solute transport by the seeping ground-
water are relatively slow, and it is not possible to make experi-
ments over the thousands of years and hundreds of meters of
interest. Instead, one has to rely on models that describe the pro-
cesses and mechanisms that will be dominant over long times.
Recently, Schumer et al. [7] suggested a relatively simple mobile/
immobile model, with fractal retention times, capable of simulat-
ing the anomalous character of solute concentration distributions
for the flows in heterogeneous media of fractal geometry. In the
field experiments carried out by Becker and Shapiro [8], Haggerty
et al. [9], and Reimus et al. [10] for the solute transport in highly
heterogeneous media, the solute concentration profiles exhibited
anomalous non-Fickian growth rates, skewness, and sharp leading
edges. These effects cannot be predicted by the conventional mass
transport equations. It was demonstrated in a number of publica-
tions [7,11-15] that fractional differential equations can simulate
the anomalous character of solute transport in highly heteroge-
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neous media. Suggesting inclusion of a fractional time derivative
into the mass transport equation (in addition to the conventional
derivative with respect to time), Schumer et al. [7] referred to the
conceptual model of multirate diffusion into immobile zones,
which had been described by Cunningham et al. [16], Haggerty
and Gorelick [17], Carrera et al. [18], and Haggerty et al. [9]. On
the basis of the model suggested by Schumer et al. [7], in the
present study the effect of retardation of the contaminant transport
caused by diffusion into the confining rocks and into the porous
blocks within the fractured porous aquifer is analyzed. Along with
diffusion into the porous blocks within the aquifer, diffusion into
surrounding rocks appeared to be an important factor that retards
contamination. It is shown that accounting for diffusion into the
confining rocks leads to an emerging additional fractional time
derivative of the order 1/2 in a solute transport equation. This
once again justifies applicability of the fractional time derivatives
for modeling the diffusion in porous blocks and for accounting for
the memory effects in the solute transport. Hence, along with
nonfractured porous blocks within the aquifer, the confining from
above and below rocks can be treated as huge infinite porous
blocks, which significantly contribute to the memory effects.

2 System Model and Analysis

2.1 Basic Assumptions and Governing Equations. A sche-
matic sketch of the fractured porous aquifer is presented in Fig. 1.
Cartesian coordinates (x,y) are chosen in such a manner that fluid
in the aquifer flows in the x direction and that the coordinate y is
directed upward. Since the goal of the present study is to qualita-
tively estimate the effect of non-Fickian diffusion into the sur-
rounding rocks on the solute transport in the aquifer (rather than
to simulate the performance of concrete aquifer within the specific
rock formation), it is assumed for simplicity that rocks below and
above the aquifer have the same physical properties. The latter
assumption makes the process symmetrical with regard to the me-
dian line of the aquifer y=—# (dashed line in Fig. 1). Therefore,
the mass flux equals to 0 at y=—h, and the solution of the problem
in the subdomain below this line is identical to the solution in the
upper subdomain. Hence, only the upper half of the domain (y
=—h) can be considered. Thus, due to the above assumptions, the
differential equation describing the diffusive transport in the upper
rocks can be presented in the following form:
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6’61 (9261 (9261
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(1)

Following the approach suggested in [7], the advection—
dispersion process in the fracture porous aquifer can be described

dc,y ¢,y Pey,  Poy dcy
=Dy R 2 -0
ar ar’ ax dy ax

(~h<y<0, 0<x< o, 7>0) (2)

where ¢ and ¢, are concentrations of solute in the confining rocks
and aquifer, respectively; D; and D, are the coefficients of effec-
tive diffusivity (which account for dispersion and diffusion) in the
rocks and aquifer, respectively; 4 is a half thickness of the aquifer;
v is the fluid velocity, B is the capacity coefficient, which accounts
for the ratio of immobile mass to mobile mass and physical prop-
erties of the blocks of porous rocks within the aquifer [17] and 7
is time. The fractional time derivative d%c,/d7" can be defined
through the Laplace transformation L as [19] L[d7c,/d77]
=s"L[c,]—5"""¢,(x,0). When 0< y<1 the fractional time deriva-
tive predicts continual transfer of mass from the mobile (fissures)
to the immobile (porous blocks) phase. It can be readily shown
that in many situations the contaminant transport within the aqui-
fer in direction of the mainstream flow (x direction) is predomi-
nantly determined by the advection mechanism [1,2,9] and that in
surrounding rocks, confining the aquifer from below and above,
concentration gradients in the x direction are much smaller than in
direction orthogonal to the aquifer [10,20], i.e., dc,/dx<<dc,/ dy.
Then, letting c=1/hf(3hc2dy and assuming that ¢;=c at y=0 re-
duce Egs. (1) and (2) as follows:

l?C] (92C1
—=D—> 0<y<o®; 7>0 (3)
aT dy
dc e 1 dc c
—+B—=D7 — —v—, 0<y<o; 7>0 (4
dr 9T’ h dy |, ox

Introducing the nondimensional coordinates as

¢ c co(7) 7D, vh
C = ; = ;o Co= ; — Pe=—;
co(0) co(0) co(0) h D,
h2 )1—7 X y
b=p — ;o X=—; Y== 5
B(Dl h h )

and imposing the relevant boundary condition, the mathematical
model of the process can be presented in the following form:

ic,_#c,

Py _W, 0<Y<ow; 7>0 (6)
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ic ,7C_ iC,

aC
+ = — —Pe—; 0<X<ow; 7>0 (7)
at at” Y |y X

t=0, C=0 (8)
X=0, C=Cyt) 9)
Y=0, C,=C; Y— oo, C —0 (10)

where C(t) is concentration in the inlet of the aquifer.

2.2 Analytical Solution of the Problem. Considering the
auxiliary problem for the function u, which satisfies Eq. (6), initial
condition (8), boundary condition at Y=0, u=1, and vanishes in
infinity (¥ — o0, u—0), it can be readily seen that its solution is
defined by the formula u(Y,r)=erfc(Y/2vr). Then, utilizing the
Duhamel’s theorem, the solution for C; can be given by the fol-
lowing integral: C,(¢,X,Y)=(d/3)[(C(t,X)u(Y,t-p)dp. Hence,
an equation that couples C; and C can be presented in the follow-
ing form:

CJ:,X,Y):?J C(t,X) erfc<2 L)dp (11)

0 Ni—=p
From Eq. (11), the concentration flux on the aquifer-rock interface
can be presented as follows:

t
J d,
— _f C([,X)J—p
=0 91J, Nr(t—p)

Applying the Laplace transformation to the formula (12) gives
L[-dC,/1Y|y_o]=s"2L[C], and hence, in a view of definition of
the fractional derivative, (12) can be converted to the following
form:

i,

Y (12)

(91/2C

(%1/2

E (13)

=0
Accounting for the latter formula, the boundary value problem for
the solute transport in the aquifer C can be rewritten as follows:

ac gC d'C aC
—+b—+—;=-Pe—; 0<X<o®; >0 (14)
ot ar ot 1.4
t=0, C=0 (15)
X=0, C=Cy) (16)

It is worth noting that in contrast to the model discussed in [7], the
problem formulated by Eqgs. (14)—(16) accounts for the variable-
in-time source of contamination (boundary condition (16)) and
contains an additional fractional time derivative of order 1/2
(third term in the left-hand side of Eq. (14)), which models diffu-
sion into surrounding porous rocks.

The boundary value problem (14)-(16) can be solved by the
Laplace transformation with respect to z. For the transforms, the
problem (14)—(16) reduces to

dc _s+s 47
—=—C—— (17)
dx Pe

X=0, C=C, (18)

where C=L[C].
The solution of Eq. (17) with boundary condition (18) has the
form

_ _ X
C= sCOq_:(s,X)exp<— —s) (19)
Pe

where
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®(s.X) (20)

1 ( s'2 4 bs? )
=—exp|l-———X
s Pe
The original of the function @(s,X) can be presented through the
stable subordinator g.,(¢) as

_ ! X Pe \ /Y (t—p)Pe”y}
¢(I’X)_£ erfc[zpe\p]<bx> gy[—(bX)m‘ dp (21)

where g,(f) (with Laplace transform g(s)=exp(-s?)) is the prob-
ability density function of the limit of many heavy-tailed waiting
times [7,13]. Although the properties of function g (r) are well
documented and some asymptotic approximations are obtained, to
the best of our knowledge there are no explicit expressions for this
function available in literature. To this end, it is more convenient
to proceed with straightforward calculation of the inverse Laplace
transform L™! for the function &(s,X) defined by the formula (20).
As a result, it can be readily shown that

o(t,X)=1- lf exp[— & — £b§7 cos(wy)]
), Pe

Xsin[é(b&y sin(my) + 51/2):| d_;

(22)
It is worth mentioning that function g,(¢) is a particular instance
of the representation (22). Namely, assuming in (20) bX/Pe=A
and X/Pe=B, then putting B=0 and A=1, yields @p_oa-
=exp(—s?)/s, which is equal to L[g,(¢)]/s. On the other hand for
B=0 and A=1, Eq. (22) leads to the expression L™'[e*?/s]=1
—(1/ ) [ &€ <os(m) sin[ 7 sin(ry)|(dé/ €), from where, ac-
counting for the well-documented properties of Laplace transfor-
mation, it follows that:

g0 = —L_ [N] - f 58S inl 7 sin(my) |2
s T 3

0
(23)

An explicit expression for the probability density function (23) is
relatively simple and can be readily evaluated numerically; for
instance, it can be done by the computer algebra system MATH-
EMATICA. To this end, formula (23) can be recommended for com-
putations based on solutions obtained in [7], where this function is
widely utilized in the expressions of the closed-form solutions.
However, in our case, direct application of the formula (22) is
more convenient for numerical computations. Calculating the in-
verse Laplace transform of expressions (19) and (22) and account-
ing for the Duhamel’s theorem, solution of the boundary value
problem (14)—(16) can be presented as follows:

C(1,X) = jCo(t p)n<p—§e)¢<p—%,x)dp (24)
C

0

where 7(7) is the unit step function and function ¢ is defined by
Eqgs. (21) and (22).

For the arbitrary vy and Cy=1, which models the uniform con-
taminant source at X=0, solution (24) can be converted to the

following form:
C(t,X) = (t i) (t iX)
A= Pe ¢ Pe’

In the particular case of Cyp=1 and y=1/2, solution (25) reduces
to the well-documented formula

(25)
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X(1+b)

[ X
2Pe[t— —
Pe

The important practical case when contaminant leakage at X=0
occurs by accident and continues until a specified moment of time
t*, after which the source of contamination is eliminated and the
flow of clean water resumes, can be modeled by assuming that
Co(9)=1 for  from the interval (0,7") and that Cy(r)=0 for r>1".
Then, for this case, solution (24) can be converted to the follow-

ing form:
C(t,X)= (t ﬁ) (t iX)
»A) =17 Pe ¢ Pe’

(z X+PeT) (l X+PeTX)
K pe /¥ Pe

If the solution for concentration in the aquifer C is found, then the
concentration in the surrounding rock C; can be immediately ob-
tained from Eq. (11). However, even in the particular cases when
C is defined by Egs. (25) and (27), this will lead to rather bulky
formulas. A much simpler solution for C; can be obtained apply-
ing the Laplace transform to Eq. (11), which results in the follow-

C(t,X)= n(r— }?)erfc (26)

€

(27)

ing expression: C;=C exp(-Y \;) Accounting for Egs. (19) and

(20) and also assuming that Cy=1, the expression for C, can be
presented in the following form:

X+PeY( n o bX ) ( X )
s+ s lexp|l — —s
Pe X +PeY Pe
Calculating the inverse Laplace transform, it yields

C(,X)= (t i) (z £XY)
1\LA)=17 Pe @1 P

1 (" X
@ (tX,Y)=1 ——f eXp[—Z””t——béy’”cosww]
v ], Pe

_ 1 [
Cy=—exp| -
K

(28)

(29)

where

Xsin[ —b" sin(my) + X+ YPegl/(b)} d¢
P 3
(30)

and v=min(y, 1/2).

In the case described by formula (27), i.e., when at X=0,
Co(n)=1 for 0<r<r", and Cy(1)=0 for r>1", the concentration in
the surrounding rocks can be presented by the following expres-
sion:

C(t,X) = <z z) (t iXY)
b= Pe 1 Pe’’

X+ PeT X+ PeT
-\ t- @i\ t- XY (31)
Pe Pe

2.3 Discussion of the Analytical Solutions and Their
Implications. Solutions obtained for concentrations in the aquifer
and surrounding rock matrix are rather simple and do not present
any difficulties for numerical computations, especially if MATH-
EMATICA is applied. The accuracy of the numerical evaluation of
the integrals in the solutions presented in general form can be
easily verified by comparison to the simple solution (26) obtained
for the particular case when Cp=1 and y=1/2.

Prior to numerical computations, some conclusions can already
be made solely on the basis of the governing equations derived
above. For instance, the additional fractional time derivative of
the order 1/2 in Eq. (14), which appeared as a result of accounting
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for diffusion in the surrounding confining rocks, once again sub-
stantiates the model of Schumer et al. [7]. According to this ap-
proach, solute in the fissures within the fractured porous aquifer
can be considered as a mobile phase and in the randomly distrib-
uted porous blocks that constitute the aquifer can be considered as
an immobile phase, where the mass transport is only determined
by diffusion. Interaction of mobile and immobile phases in the
aquifer can be modeled by the fractional time derivative
b(97C/ ") (second term on the left-hand side of Eq. (14)), where
the capacity parameter b is determined by the ratio of mass in the
immobile and mobile phases at the equilibrium and by the diffu-
sivity, porosity, geometry, and sizes of the blocks, and the order of
fractional derivative vy is determined by the geometry of the pores
and their distribution in the blocks and by the adopted model of
mass transfer in the blocks [17]. From the above solution for C
and Cy, it can be readily seen that for the constant concentration in
the inlet of the aquifer, Cy(¢)=1, the late-time concentrations in
the aquifer and surrounding rocks behave as follows:

c1 X2 bXr” (32)
Pel'(1/2) Pel'(-y+1)
(X +PeY)r ' bXt™Y
C~1- - (33)
Pel'(1/2) Pel'(- y+1)

where I'(x) is Gamma function. Note that Egs. (33) and (32) are
valid for X=0(Pe) and Y=0(1). Hence, if contamination contin-
ues with time and the source of concentration is not eventually
eliminated, concentrations in the aquifer and in the neighboring
rock masses tend to the concentration in the inlet. For y<<1/2,
distributions of concentrations are determined by the diffusion in
the porous blocks in the aquifer; otherwise (for y>1/2), the ef-
fect of diffusion in the surrounding rocks will dominate. In the
other particular case of practical importance, contamination may
occur due to the instantaneous injection of fluid at X=0. This can
be modeled by the Dirac 5-function assuming that Cy=(¢). In this
case, the late-time asymptotic solutions decay as follows:

X2 bXr 'Y
C~ + 34
Pel'(-1/2)  Pel'(-y) (34)
X +PeY)r?  pxr'
( eY) (35)

1T TRel(12) T Pel(= )

Again, in this case for y<<1/2 the decay of concentrations takes
place as a result of diffusion in the porous blocks within the aqui-
fer, whereas for y>1/2 it happens mostly due to diffusion in the
surrounding rock. Note, however, that in all situations Egs. (34)
and (35) predict more rapid asymptotic decline of concentration
than late-time variation of concentration in the case of constant
inlet concentration described by Egs. (32) and (33). It is also
interesting to note that, if the effect of diffusion in the surrounding
rocks is ignored (first term on the right-hand side is omitted), Eq.
(34) coincides with asymptotic presentation for C obtained by
Schumer et al. [7] for the nonconfined flow.

3 Numerical Results and Discussion

3.1 Concentration of Solute in Aquifer in the Case of the
Permanent Source of Contamination. Distributions of solute
concentrations in the aquifer, with respect to the stream-wise dis-
tance X from a permanent source of contamination, Cy=1 at X
=0, for various orders of derivative y and for various contaminat-
ing period durations are shown in Fig. 2. Computations for 7y
=1/2 were performed by a simple formula (26), which corre-
sponds to the case when diffusion in the porous blocks within the
aquifer, similarly to the diffusion in the confining rocks, is Fick-
ian. It is worth noting that the model with y=1/2 is valid for the
aquifer, which is composed of the relatively large porous blocks,
so that concentration fronts within each block, moving from the
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Fig. 2 Variation of concentration in the aquifer C in stream-
wise direction for the permanent uniform source of concentra-
tion Cy=1 in the inlet of the aquifer

different faces of each block to its center, do not overlap. For y
equal to 0.2 and 0.8, computations were carried out by Eq. (25).
For relatively long periods of time, > 5, the corresponding con-
centration distributions vary according to the asymptotic formula
(32). Namely, for y=0.2, the value of the last term on the right-
hand side of expression (32) is greater than in the case when y
=0.5 and, therefore, the concentration is lower for y=0.2, whereas
for y=0.8 the same term in expression (32) becomes smaller,
which leads to the higher values of concentration. In other words,
for relatively long periods of time, the smaller values of y simu-
late the solute transition from mobile into immobile phase in
greater amounts, i.e., penetration of the greater amount of solute
into the porous blocks within the aquifer, and therefore, concen-
tration of solute in the mobile phase decreases. For the shorter
periods of time (1<<1), due to the definition of fractional deriva-
tive, the mass flux into a porous medium behaves asymptotically
as r'Y/T'(1-7y) and, therefore, for the greater values of 7y the
amount of solute transferred into the immobile phase increases. As
a result, concentration of the solute in the mobile phase, C, be-
comes smaller. This effect for r=0.2 is illustrated by the dashed
line in Fig. 2. For the intermediate times, these two effects (one
dominates for the short and the other for long times) begin to
interact, leading to the non-trivial distributions of concentrations,
which is illustrated in Fig. 2 by the curves computed at t=1.

3.2 Concentration of Solute in the Confining Rocks, Cy,
and in the Aquifer, C, for the Case of the Temporary Source of
Contamination. Figures 3 and 4 illustrate the distribution of con-
centration C in the rock matrix, confining the aquifer from the
above, in the direction orthogonal to the aquifer (coordinate Y).
Results presented in Figs. 3 and 4 are computed by formula (31),
which models two regimes: (i) the regime of contamination from
the source located at X=0 over the finite period of time (0,7") and
(ii) the consequent regime of clean water flow after elimination of
the source of contamination, which begins since r=¢". Comparison
of the corresponding plots in Fig. 3 shows that smaller values of
the parameter 7y lead to the lower concentrations of solute in the
rock matrix for the both regimes (contamination for r<\t" and
cleaning for +>1") and these discrepancies become more pro-
nounced for the longer times. As it has been already mentioned
above, the lower concentrations of solute in the aquifer, C, are
typical for the smaller values of 7. It can be attributed to the fact
that in this case the greater amount of solute diffused into the
porous blocks. As a result of the lower solute concentration of
contaminant in the aquifer, concentration of the solute in the con-
fining rocks also decreases. Computations presented in Fig. 4(a)
for the smaller value of the parameter b=0.1 and their comparison
with plots in Fig. 3 at b=1 indicate that reduction of this param-

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 3 Distributions of concentrations in the confining porous
rocks C; with respect to transverse coordinate Y over the pe-
riod of contamination, 0<t<t (solid lines), and after the elimi-
nation of the source of contamination, t>t (dashed lines) at
X/Pe=0.5, b=1 and different y: (a) ¥=0.2 and (b) y=0.8

eter leads to the higher concentrations in the confining rock ma-
trix. Obviously, smaller values of the parameter b model smaller
volumes of porous blocks (immobile phase) in the aquifer and/or
lower absorbing capacity of these blocks, which results in higher
concentration within the mobile phase C, and the latter leads to
the higher solute concentration in the confining rocks. It is worth
noting that the deeper penetration of the contaminant by diffusion
in the confining from above rock matrix may lead with time to
contamination of the upper subterranean strata and finally may
affect the areas in the vicinity of the earth surface. Figure 4(b)
illustrates variations of concentrations at the longer distance from
the source of contamination, X/Pe=5, where concentration is
lower even for the significantly longer period of contamination
(r*=100). Qualitatively, distributions of concentrations at X/Pe
=5 are very similar to the concentration profiles obtained for the
shorter distances from the source of contamination (inlet of the
aquifer), though the values of concentrations, as it could be ex-
pected, are much lower in this case. Results presented in Fig. 5 are
obtained from the solution (27), which models concentration in
the aquifer C. Solid lines correspond to the stage of continuing
contamination and dashed lines represent the regime of clean wa-
ter flow after elimination of the source of contamination. Similarly
to what has been observed for the concentration in the confining
rocks surrounding the aquifer (see Figs. 3 and 4), in the aquifer
itself higher concentrations C are obtained for the higher orders of
the time derivative vy, e.g., for y=0.8, which simulates the less
intensive diffusion into the porous blocks within the aquifer. High
concentrations C can be also sustained for the smaller values of
parameter b. The latter corresponds to the smaller fraction of the
immobile phase, i.e., smaller total volume of porous blocks or low
porosity of these blocks, which reduces the effective diffusivities
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Fig. 4 Distributions of concentrations in the confining from
above porous rocks C; with respect to transverse coordinate Y
over the period of contamination, 0<t<f (solid lines), and after
the elimination of the source of contamination, t>f (dashed
lines) for y=0.2 and different t', X, and b

of the blocks within the aquifer.

Sensitivity analysis of the proposed mathematical model pro-
vided above demonstrates that variations of the controlling param-
eters b and vy can significantly affect the computed contaminant
concentrations in the aquifer and in the surrounding rocks. Hence,
assigning the proper values of parameters b and 7 is of crucial
importance for the further application of the mathematical model
and for predicting the consequences of contamination of the par-
ticular water aquifers. Different types of fractured porous aquifers
and rocks can be identified by the corresponding values of these
parameters: parameter y characterizes the geometry of the pore
distribution within the blocks of the aquifer and the specific char-
acter of diffusion in these blocks, whereas parameter b character-
izes the configuration of the major fracture network, the volume
and the shape of the blocks. Calibration of the theoretical model
(i.e., obtaining the corresponding values of the controlling param-
eters) can be carried out by comparison of the computations based
on the closed-form analytical solution with the tracer break-
through curves obtained in the laboratory or field experiments.
The calibrated solutions can be readily used for predicting the
possible outcome of the particular aquifer contamination, for cal-
culating the maximal distances of the contaminant migration
within the certain time range, and for assessing the amounts of
contaminant absorbed by the porous blocks and surrounding rocks
and the amounts of contaminant carried by the groundwater to the
biosphere. Furthermore, since it is a well-documented fact that the
order of the fractional derivative 7y is directly related to fractal
dimension of the porous medium that can be considered as fractal
[21], calibrating the mathematical model and specifying the value
of parameter vy can allow the modeler to calculate the fractal di-
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Fig. 5 Distributions of concentrations in the aquifer C along
the aquifer over the period of contamination, 0<t<f (solid
lines), and after the elimination of the source of contamination,
t>f (dashed lines), for different b and y: (a) b=1, y=0.2; (b)
b=1, y=0.8; (¢) b=0.1, y=0.2

mension of the porous matrix and therefore can provide important
information about the geological structure of the rocks.

4 Conclusions

The following conclusions are drawn:

1. Using the fractional time model suggested by Schumer et al.
[7], the closed-form solutions for the contaminant transport
in the confined fractured porous aquifer are obtained.

2. Representation of the mass flux into the confining surround-
ing rock masses by the fractional time derivative of order
1/2 in the governing equation for the aquifer, once again
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confirms the applicability of the approach of Schumer et al.
[7] for modeling the solute transport in rocks by equations
with fractional time derivatives.

3. Introducing the fractional time derivative of the arbitrary
order into equation of mass transport in fractured porous
medium leads to a simple and efficient model for the mecha-
nisms of fluid-rock interaction within the fractured aquifer
of complex geological structure.

4. The parameters that allow simulating different regimes of
fluid-rock interactions and different properties of the porous
blocks within the aquifer are determined and their influence
on the solution behavior is analyzed. For instance, the late-
time behavior of the concentration suggests that low values
of vy, with the same capacity coefficient b, have the reduced
values of concentrations in both aquifer and surrounding
rocks, whereas the lower values of the coefficient b lead to
the higher concentrations.

5. After the proper calibration based on comparison to the ex-
perimentally obtained tracer breakthrough curves, the
closed-form solutions can be used for predicting the conse-
quences of contamination of these aquifers.
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Orifice Versus Finite-Thickness

In this study, perforated plates with sharp-edged orificed openings and finite-thickness
straight openings were applied to produce nearly isotropic turbulence in a wind tunnel.
At the same nominal velocity, the orificed perforated plate was able to produce a higher
level of turbulence due to the well-defined flow separation from its sharp edge openings.
The integral length, L was found to be related to the square root of the turbulence decay

coefficient in the power law decay of turbulence kinetic energy, A. The larger A associ-
ated with the orificed perforated plate gave rise to a larger L. The corresponding stream-
wise autocorrelation functions for the two perforated plates behaved differently, confirm-
ing the quantitative disparity in L and further indicates some qualitative difference in the
large-scale structures generated. [DOL: 10.1115/1.2754314]

Introduction

A perforated plate with multiple openings has been widely uti-
lized in the study of turbulence and related subjects for experi-
mentally simulating nearly isotropic turbulence (e.g., [1,2]). The
flow downstream of a perforated plate can generally be divided
into different regions of distinct flow characteristics. Immediately
downstream of the perforated plate, the flow embodies a complex
interaction between the multiple jets issued from the plate open-
ings. These jets are coupled with the wakes formed behind the
solid portion of the plate. Significant turbulence generation results
from the strong shearing flow in this region. Farther downstream,
the jet-wake interaction homogenizes the flow and beyond a criti-
cal distance, no jet or wake can be distinguished from the flow.
The turbulent flow in this region can either be uniform, decaying,
nearly isotropic, or of an oscillating nature, determined largely by
the perforated plate solidity ratio [3], o=solid area/total area.

The far field flow region of the perforated plate bears a great
resemblance to that downstream of a grid constructed from solid
bars. A considerable number of studies have been conducted on
the grid wind/water tunnel turbulence since the pioneering work
of Taylor [4]. The turbulent flow beyond the developing region
downstream of the grid was found to be nearly isotropic [5], mak-
ing grid/perforated plates a suitable device in generating isotropic
turbulence and verifying the associated theories. Conventional
grid turbulence generators were constructed with solid bars in a
biplane pattern. The grid geometry is characterized by parameters
such as the bar shape (round or square), bar diameter, mesh size,
and grid solidity. The turbulence level downstream of the grid
depends directly on the grid solidity, which has been summarized
in Ref. [6] to follow a logarithmic relationship. Uberoi and Wallis
[7] investigated the effect of grid geometry on the decay of grid
turbulence using a biplane grid, an inclined-rods grid, and a hon-
eycomb grid. For all the grids considered, the isotropy level,
which depends on the grid geometry, was found to remain essen-
tially constant during the decay. This implies that the rate of decay
depends on the initial energy spectrum and the energy containing
eddies remain self-similar during the decay. Lavoie et al. [8] stud-
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ied the effect of the grid geometry using grids composed of square
and round bars of different solidities. It was found that, over the
range of conditions investigated in that study, the bar shape exerts
a stronger influence on the energy containing scales than the grid
solidity, which has little effect on the scales ranging from Kol-
mogorov length to Taylor microscale.

It should be noted that all the existing studies on grid/perforated
plate turbulence utilized turbulence generators of finite thickness.
The thickness effect on empirical grid turbulence has long been
ignored, or assumed to be negligible. None of the previous studies
included a contrast of the effect of sharp-edged orifices and holes
of constant diameter. Gan and Riffat [9] found that the pressure
drop coefficient of a perforated plate with a single perforation
decreases with increasing plate thickness and remains nearly un-
changed beyond a particular range of thickness. Given the fact
that perplexing multiple-jet interactions occur immediately down-
stream of the perforated plate with multiple openings, the plate
thickness effect for a perforated plate turbulence generator is ex-
pected to be more complex than it is for a single opening plate.
This speculation is strengthened by the fact that the evolution and
decay of isotropic turbulence depend strongly on the initial and
boundary conditions as demonstrated by independent analytical
studies [10,11].

Experimental Details

The experiments were conducted in a wind tunnel of closed-
circuit type. The working section of this wind tunnel measures
6 m long with a square cross section of 0.76 m by 0.76 m at the
entrance. The cross-sectional area increases gradually to incorpo-
rate the buildup of the boundary layer on the walls. Consequently,
the end portion of the working section measures 0.80 m by
0.80 m. The maximum achievable mean velocity is ~15 m/s. A
preliminary test was carried out at a mean velocity of 10 m/s,
where the background turbulence level was found to be <0.5%.

An orificed perforated plate (OPP) with aligned hole network
(Figs. 1(a) and 1(b)) and a 25.4 mm thick, straight hole perforated
plate (SHPP) with aligned hole network (Fig. 1(c)) were utilized
to experimentally simulate nearly isotropic turbulence in the wind
tunnel. Both perforated plates measure 0.76 m by 0.76 m. During
the test, one of these perforated plates was secured at 0.38 m
downstream of the entrance of the working section. The perfora-
tion was made of 38.1 mm diameter holes, and the aligned hole
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Fig. 1 (a) Close-up view of the orificed perforated plate, (b)
cross-sectional view of the OPP, and (c¢) cross-sectional view
of the 25.4 mm thick straight-hole perforated plate
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network of each perforated plate was arranged so that the diagonal
center-to-center hole distance M was 45 mm. This gave rise to a
material plate solidity ratio o of ~0.43. This solidity is compa-
rable to the largest value (0.44) tested in conventional grid turbu-
lence study [12]. The OPP was made of a 6 mm thick aluminum
sheet. The orificed holes in the OPP have 41 deg inclined open-
ings; see Fig. 1(b). The SHPP, on the other hand, was made of
25.4 mm thick plastic board, and the drilled surfaces have an av-
erage surface finish of 32.

Instantaneous flow velocities were measured with a Dantec
Streamline® 55C90 constant temperature anemometer (CTA) and
a DISA 55P61 X-configuration hot-wire probe. The sensors on the
probe were two 1.25 mm long, platinum-coated tungsten wires
with a diameter of 5 um. The analog signals from the CTA were
picked up by a National Instrument SC-2040 sample-and-hold
board and then digitized via a 12-bit National Instrument multi-
functional A/D converter. All the velocity data were collected at a
sampling rate of 40 kHz and low passed at 10 kHz to avoid the
aliasing problem. The hot-wire probe was calibrated within the
potential core of an in-house jet facility. The nominal velocity was
given by a digital manometer with a resolution of 0.0254 mm of
water. A thermistor-type temperature probe was placed close to
the hot-wire probe to provide the temperature reading necessary
for small temperature correction. The correction procedure is as
follows.

The ambient temperature T,,,, measured by the thermister was
applied in the following formula to estimate the temperature cor-
rection factor T, as

T

C

T, - T, \O502m)
LA »

Tw - Tamb

where T, is the constant temperature of the hot-wire sensor, 7' is
the temperature at which the cold wire resistance has been mea-
sured, and m is the temperature load coefficient (=0.2 for air). The
ultimate correction was made to the instantaneous voltage read-
ing, E; from the hot-wire sensor as

E

corr = TcorrEi ( 1 b)

Typically, the value of T, for a given test was ~1.03.

For each perforated plate, the instantaneous flow velocities
were measured along the centerline at three different nominal
mean flow velocities, namely, 5.8 m/s, 7.8 m/s, and 10.8 m/s.
The nominal mean velocity was set with the assistance of a Pitot-
static tube positioned at 15D upstream of the perforated plate. The
mean velocity set in this way was double-checked with the pres-
sure drop across the wind tunnel contraction section located im-
mediately upstream of the working section. At each mean flow
velocity, in order to reduce the statistical error associated with the
subsequent curve-fitting process, the turbulence measurements
were taken at 121 evenly separated (AX=25.4 mm) streamwise
locations from 20D to 104D downstream of the perforated plate.

To ensure reliable turbulence decay data along the centerline of
the wind tunnel, one has to make sure the flow over the cross
section normal to the mean flow is uniform. Thus, verification
tests were conducted at a nominal mean velocity of 10.8 m/s over
five evenly separated cross sections from 20D to 100D down-
stream of each perforated plate. Each cross section measures
254 X 254 mm?, centering at the middle of the working section.
The measuring locations over each cross section were separated
12.7 mm from one another, giving a total of 441 measurement
points. The flow fields over these cross sections were found to be
approximately uniform (within +5% of the corresponding center-

line value) in terms of U (the time-averaged mean velocity), u’
(the root-mean-square value of the streamwise turbulence fluctua-
tion velocity), and v’ (the root-mean-square value of the lateral
turbulence fluctuation velocity). Moreover, the turbulent flows
were found to be nearly isotropic as indicated by u' /v’ = 1.0.
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The uncertainties in the present measurements were estimated
in the following steps. First, the uncertainty in the instantaneous
flow velocity was estimated since it was the starting point of the
subsequent calculation of all the turbulence parameters. The un-
certainties in the other parameters were estimated using the uncer-
tainty propagation theory. The actual calculation of the uncertain-
ties was accomplished with a matLAB® code dedicated for this
purpose.

Decay of Turbulence Kinetic Energy

Since there is no kinetic energy input from the mean flow in the
absence of mean shear, the nearly isotropic turbulent flow down-
stream of the perforated plate, beyond the wake-jet interaction
near-field region, decays monotonically with the distance from the
turbulence generator. Theoretical analysis of decaying isotropic
turbulence has demonstrated, under different levels of self-
preservation assumptions, that the turbulence decay obeys the
power-law relationship for which the decay exponent varies from
1 to 10/7 among different studies [11,13-18]. Many empirical
results from grid turbulence studies confirmed this scatter, with
the value of the decay exponent ranging from 1 to 1.4 [12,19,20].
In the present work, the turbulence decay is expressed in the form
of the time variation of turbulence kinetic energy K, i.e.,

u'?+20'?
2

where t=X/U indicates the elapsing time when one observes the
turbulence decay in the coordinate system moving with the mean
flow. The uncertainty in K was estimated to be +7%, following the
guideline in Ref. [21].

The conventional approach to estimate the decay parameters A,
t,, and n is by computing the values of A and n at systematically
varying ¢, values. The set of values that give the highest curve fit
confidence level are chosen to represent the decay of turbulence.
Graphically, this can be determined by plotting the curve fit resi-
dues against the corresponding 7, values, the 7, at the saddle point
is chosen as the ultimate curve fit result. The drawback of this
approach is that the curve fit confidence levels corresponding to
different sets of decay parameters are numerically too close to
each other to lead to a definitive decision [20].

To address this issue, we adopted a nonlinear curve fitting tech-
nique as opposed to the linear technique used in the conventional
grid turbulence studies. This nonlinear technique has been widely
applied in estimating the power-law curve fitting parameters of
hot-wire calibration data. The advantage of this technique is that
one can simultaneously obtain the values of all three curve fitting
parameters, A, f,, and n, which give the best possible power-law
form. The nonlinear curve fitting method is available in commer-
cial software packages, e.g., MaTLAB. However, in this study, a
dedicated C code has been written for this purpose.

Figure 2 presents in logarithmic scale the variation of the tur-
bulence kinetic energy, K with 7—¢,, the time after the virtual
origin t,. Figure 2 clearly depicts an increase in the turbulence
kinetic energy with increasing mean flow velocity. It is also noted
in Fig. 2 that, for the same nominal mean velocity, the OPP gives
rise to a higher level of turbulence. Nonetheless, the decay expo-
nent n appears to be the same for both perforated plates for all
three mean velocities considered; as all six sets of data points line
up parallel to each other. This observation is confirmed by the
curve fitting results listed in Table 1, where the value of n varies
from 1.12 to 1.16, that is, by <4%.

Figure 3 presents the variation the relative turbulence intensity,
Tu=[(2K/3)*?/U]x 100% with respect to the downstream dis-
tance X. The relative turbulence intensity seems to be unaffected
by the changes in U from 5.8 m/s to 10.8 m/s. A comparison of
the Tu values for the OPP and SHPP shows that, on average, the
relative turbulence intensity downstream of the OPP is ~25%
higher than that of the SHPP. This may be explained, following

K= =A(t-1,)" 2)
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Fig. 2 Variation of K with the time measured in the coordinate
system moving with the mean flow

Ref. [22], in terms of the effective fluid dynamic solidity of the
turbulence generator. Even though both perforated plates have ex-
actly the same material solidity (0=0.43) and hole diameter, the
flow field immediately downstream of the leading edge of each
hole opening is expected to be different as postulated in Fig. 4. In
the case of the SHPP, the recirculation field formed in between the
vena contracta and the solid boundary of the hole tends to reduce
the effective fluid dynamics solidity. This phenomenon is not
present when utilizing the OPP of virtually zero plate thickness. In
other words, the OPP has a larger effective, fluid dynamics solid-
ity than the SHPP and thus gives rise to a higher level of turbu-
lence at the same mean velocity.

Variation of Integral Length Scale

The turbulence integral length scale L is an important parameter
that signifies the average size of the energy containing eddies.
Various schemes have been proposed for the estimation of L [23].
The approach adopted in this study is based on the Taylor’s frozen
turbulence hypothesis, where L is defined as

L= 2f g(r)dr (3)

0

The integration process was terminated at the first zero crossing.
This approach is slightly different from that described by Barrett
and Hollingsworth [23] in the sense that the lateral autocorrelation
function g(r) was utilized here in place of the streamwise auto-
correlation function f(r). This is because both theoretical and ex-
perimental results have shown that the autocorrelation function
g(r) has a clear zero crossing point, which is not generally ob-
served in f(r). The consistent zero crossing nature of g(r) ensures
both the feasibility and reliability in estimating the integral scale
L. The uncertainties in f(r) and g(r) are approximately +0.001,
which gives rise to an uncertainty in L of approximately +0.5 mm.

An alternative approach in calculating L is to assume the appli-
cability of the relationship
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Table 1 Curve fitting results to Eq. (2)

OPP SHPP
U:10.8 m/s U:7.8 m/s U:58 m/s U:10.8 m/s U:7.8 m/s U:58 m/s

A (m?s"2) 0.0196 0.0145 0.0116 0.0110 0.0087 0.0073
n 1.14 1.16 1.14 1.16 1.16 1.12
t, (s) 0.0191 0.0267 0.0368 0.0229 0.0322 0.0484

M/3 2K/3 3/2 Alt=1.)"™2/3 3/2 2 3/2 Al/2

L=B— (4) L= B( ) = [ ( 0) — 7:! = B— (t _ tg)l—OASn
& € nA(t—1,)™" 3

where ¢ is the turbulence dissipation rate, which can be estimated
as

dK
-—=nA(t-1,)™"" (5)
dt

&€

Equation (4) is based on the assumption that the time scale of the
energy dissipation, u’?/¢ is of the same order of magnitude as the
characteristic time scale of the energy containing eddies L/u'.
Coefficient B has been found to be of the order of one [24,25]. To
verify the applicability of Eq. (4), the variation of the dimension-
less length scale, B=Le/u'3=Le(2K/3)>? is presented in Fig. 5
for both perforated plates with a nominal mean velocity of
10.8 m/s. Herein, L values were estimated from Eq. (3). The di-
mensionless length scales at the other two mean velocities
(7.8 m/s and 5.8 m/s) behave similarly; these values are not plot-
ted to avoid clustering of the data points. Figure 5 demonstrates
that, notwithstanding some fluctuation and/or scatter, the value of
Le/(2K/3)%? stays within 1 to 1.2 for both the OPP and SHPP
cases. More precisely, the average value of Le/(2K/3)¥? is 1.08
with a standard deviation of 0.03 for the OPP case, and 1.11 with
a standard deviation of 0.03 for the SHPP case.

Replacing u’ in Eq. (4) with (2K/3)*? and utilizing Egs. (2)
and (5) gives rise to the following relationship:

E S
E _
2o  OPP. U=108mfs
-+ OPP: U=78m/s
< OPP: U=58m/s
a0 SHPP: U=10.8 m/s
+ SHPP: U=7.8m/s
1] SHPP: U=58m/fs
0 T T T T T T T \
0 1000 2000 3000 4000
X (mm)

Fig. 3 Variation of Tu with the downstream distance from the
perforated plates
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(6)
Equation (6) states that the evolution of the turbulence integral
length scale can be described by the same set of power-law pa-
rameters that depicts the decay of turbulence kinetic energy. Spe-
cifically, when two isotropic turbulent flows have the same decay
exponent n and proportional coefficient B the one with the larger
decay coefficient A has a larger integral length scale at any given
elapsed time.

The L A2 relationship can be verified by considering the ratio
of the respective integral length scales downstream of the OPP
and SHPP at the same mean velocity. Figure 6 presents the varia-
tion of such a ratio with the downstream distance, i.e., the decay-
ing time, at 10.8 m/s. The listed values in Table 1 show that
(AOPP,IO.S m/s/ASHPP,IO.S m/S)l/2= 1.33. This value (shown as a solid
straight line in Fig. 6) falls within the scatter of Lopp/Lgypp, COT-
roborating the LxA!? prediction.

Similarity of Autocorrelation Functions

Table 1 shows that the turbulence decay exponent remains
nearly unchanged under all the test conditions considered in this
study. This leads naturally to the expectation that the decaying
turbulent flows downstream of the OPP and the SHPP are similar
as implied by the study of George [10], who claimed that the
decay exponent depends on the initial condition and is not neces-
sarily universal. The flow similarity between these two perforated
plates can be readily verified or challenged by examining the cor-
responding autocorrelation functions.

Figures 7(a) and 7(b) present the variation of the streamwise
autocorrelation function with the downstream distance (X/D=20,
60, and 100) for the OPP and SHPP cases, respectively. As ex-
pected, the area underneath f(r) increases with the downstream
distance, indicating the increase in the integral length scale. Note
that lim,_..f(r)opp— 0 for X/D=20 and 60, as would be ex-
pected; there is, however, a slight indication that this limit does
not go to 0 for X/D=100. The lack of approach to 0 is more
pronounced for the SHPP case at X/D=100, where
lim,_,..f(r)opp— 0.08. This seems to suggest that there may be a
low-frequency fluctuation in the velocity.

The typical behavior of the autocorrelation function f(r) for the
OPP is shown in Fig. 8(a). The plot clearly reveals that f(r) has a
small negative portion. This behavior is consistent with the mea-
surement of van Atta and Chen [26], but differs from that of
Frenkiel and Klebanoff [27] who observed that f(r) remains non-
negative over the range of r they considered. It should be noted
that the nominal test conditions in the studies of van Atta and
Chen [26] and Frenkiel and Klebanoff [27] were the same; both
are, however, quite different from the current study in terms of the
type of turbulence generator. In both of these previous studies, a
biplane grid with a mesh size of 25.4 mm and a bar diameter of
5 mm were utilized. This corresponds to a grid material solidity of
~0.35. Another feature of Fig. 8(a) is that the three autocorrela-
tions associated with the three different mean velocities at the
same downstream location collapse onto a single curve. This leads
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immediately to the impression that the turbulence integral length
scale at a particular location downstream of the perforated plate is
determined exclusively by the geometrical feature(s) of the turbu-
lence generator and is independent of the mean velocity. This is
confirmed by the observation that the lateral autocorrelation func-
tions shown in Fig. 8(b) collapse onto one single curve for X/D
=60 at U=5.8 m/s, 7.8 m/s, and 10.8 m/s.

Figure 9(a) presents the variation of f(r) for the SHPP for
X/D=60 at U=5.8 m/s, 7.8 m/s, and 10.8 m/s. Just as in the
OPP case the three autocorrelation functions collapse onto each
other, which, again, corroborates the aforementioned dependence
of the integral turbulence length scale on the geometry of turbu-
lence generator. The unique feature of Fig. 9(a) is that the stream-
wise autocorrelation function f(r) does not have the negative por-
tion, as observed for the OPP case in Fig. 8(a). It is worth
mentioning that there is no general agreement among turbulent
experts as per the overall shape of f(r), let alone the existence of
a negative portion. The results of the present study seem to indi-
cate that the shape of f(r) is dependent on the initial conditions,
among which the geometry of the turbulence generator is an im-
portant factor. The behavior of the lateral autocorrelation function
for the SHPP is demonstrated in Fig. 9(b), which, similar to Fig.
8(b), shows that the g(r) function in this study has a clear negative
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portion. This is consistent with the results of many conventional
grid turbulence studies [e.g., [28,29]] as well as that from analyti-
cal prediction [30].

Conclusions

A comparison study has been conducted to investigate the de-
caying, nearly isotropic turbulent flow downstream of a perforated
plate. The test has been carried out using two different perforated
plates with the same perforation pattern and material solidity. The
major geometrical feature that differentiates the two turbulence
generators is the effective plate thickness seen by the oncoming
flow. The thickness disparity has been found to lead to differences
in several corresponding turbulence parameters, namely, the tur-
bulence intensity Tu, the turbulence integral length scale L, and
the streamwise turbulence autocorrelation f(r).

The experimental data of the current study show that (at any
given downstream location) the turbulence intensity Tu is higher
in the OPP case and remains approximately unchanged with varia-
tion of velocity from 5.8 m/s to 10.8 m/s. A probable explanation
for OPP’s enhanced turbulence generation ability is its larger ef-
fective fluid dynamics solidity.

Conventional studies on the decaying isotropic turbulence have
shown that the size of the turbulence integral length scale in-
creases with the decay time for which a mathematical relationship
in the form of the power law applies. The analysis in this study
further reveals that the integral length is proportional to the square

root of A, i.e.,
2\312 4102
L« <§) T(t_ la)l—O.Sn

The turbulence integral length scale at any location downstream
of the perforated plate was found to be exclusively determined by
the effective plate thickness and is not a function of the mean
velocity. The streamwise autocorrelation function crosses zero
into negative, in the case of OPP, whereas it remains non-negative
for the SHPP. This indicates that the large-scale structures down-
stream of the two perforated plates are also qualitatively different.

Notwithstanding the aforementioned disparities in turbulence
intensity and length scale, the nearly isotropic turbulent flows
downstream of the two different perforated plates decay at almost
the same rate, as indicated by the negligible difference in the
decay exponents corresponding to these two perforated plates.
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Fig. 7 (a) Streamwise autocorrelation function f(r) at 20D,
60D, and 100D downstream of the OPP at U=10.8 m/s, and (b)
streamwise autocorrelation function f(r) at 20D, 60D, and 100D
downstream of the SHPP at U=10.8 m/s

This implies the possible existence of universal self-similarity be-
tween the two seemingly different turbulent flows.

It should be noted that the turbulent flows generated in this
study are low Reynolds number nearly isotropic turbulence. At the
highest time-averaged flow velocity, the Taylor microscale Rey-
nolds number Re, decreases from ~108 to 94 for the OPP, and
from 85 to 72 for the SHPP. Further study at higher Re, is nec-
essary to depict a more complete picture of the plate thickness
effect.
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Fig. 8 (a) Streamwise autocorrelation function f(r) at 60D
downstream of the OPP at U=5.8 m/s, 7.8 m/s, and 10.8 m/s,

and (b) lateral autocorrelation function g(r) at 60D downstream
of the OPP at U=5.8 m/s, 7.8 m/s, and 10.8 m/s

Fig. 9 (a) Streamwise autocorrelation function f(r) at 60D
downstream of the SHPP at U=5.8 m/s, 7.8 m/s, and 10.8 m/s,
and (b) lateral autocorrelation function g(r) at 60D downstream
of the SHPP at U=5.8 m/s, 7.8 m/s, and 10.8 m/s

f = streamwise autocorrelation function of u, f(r)
gratefully acknowledges Ontario Student Assistance Program =0T u()/u'?
(OSAP) for an Ontario Graduate Scholarship (OGS). . . .
g = streamwise autocorrelation function of v, g(r)
=v*o(r)/v"?
K = turbulence kinetic energy per unit mass
Nomenclature (m?/s?)
A = decay power law coefficient (m* s"~2) L = turbulence integral length scale (mm)
B = proportional coefficient in L=B(u'3/¢) M = mesh size of grid/OPP turbulence generator
D = plate hole diameter (D=38.1 mm) (M =45 mm)
E; = instantaneous voltage reading m = temperature load coefficient
E_,. = instantaneous voltage reading with temperature n = decay power exponent
correction OopPpP =

orificed perforated plate
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r = streamwise separation (=U7 m)
Re, = Taylor microscale Reynolds number
rms = root mean square
SHPP = straight hole perforated plate
T,mp = ambient temperature
T.or = temperature correction factor
Tt = cold wire reference temperature
T, = constant hot-wire sensor temperature
Tu = Relative turbulence intensity,
Tu=[(2K/3)*?/U]x 100%
t = converted elapsing time (s)
U = local time-averaged flow velocity (m/s)

u' = streamwise rms turbulence fluctuation velocity
(m/s)
v’ = lateral rms turbulence fluctuation velocity (m/s)

Greek Symbols
o = solidity ratio (6=0.43)
T = separation in time (s)
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Numerical Investigation of Steady
Density Currents Flowing Down
an Incline Using ¥ - f Turbulence
Model

The governing equations of two-dimensional steady density currents are solved numeri-
cally using a finite volume method. The v*>—f turbulence model, based on standard k
—& model, is used for the turbulence closure. In this method, all Reynolds stress equa-
tions are replaced with both a transport equation for v> and an elliptic relaxation equa-
tion for f, a parameter closely related to the pressure strain redistribution term. The
Simple-C procedure is used for pressure-velocity coupling. In addition, Boussinesq’s ap-
proximation is used to obtain the momentum equation. The computed height of the pro-
gressive density current is compared to the measured data in the literature, resulting in
good agreement. The present results show that the flow rate is the most dominant param-
eter among those affecting the density currents hydrodynamics. The results also show that
the v>—f turbulence model is able to predict and simulate the characteristics of the low
Reynolds turbulent density currents successfully, although it is based on a high Reynolds
number turbulence model, i.e., the standard k—g model. The use of boundary layer
convention, saying that the density current’s height is a height at which the concentration
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Introduction

Density current is a subsurface current flowing over a sloping
bottom because of the fact that its density is heavier than ambient
water. This density difference can arise from temperature, chemi-
cals, suspended solids, etc. These affect the gravity, which is an
actual driving force of such flows. Thus, gravity current is another
name for this flow. Most density currents are buoyancy conserv-
ing, whereas sediment-laden density currents, turbidity currents,
are not. In the study of density current hydrodynamics, there are
three important components: clear ambient water, density current,
and bed. During its movement, the density current entrains clear
water into the flow (water entrainment) and, simultaneously, either
deposits suspended sediment on the channel bed or entrains bed
sediment into the flow (sediment entrainment). Density currents
occur in many different environments, including subaerial pyro-
clastic flow in volcanic environments, density currents in lakes
and oceans, thunderstorm outflows in the atmosphere, avalanche
of airborne snow, the accidental release of dense gas, and oil
spillage [1]. The problem of density current inflows has important
applications in reservoir and outflow water quality. Knowing how
contaminant in the inflow, e.g., dissolved salts, excess heat, sus-
pended solids, or chemicals, is transported and dispersed enables
decisions to be made regarding the selective withdrawal of mu-
nicipal supply, cooling water, and water for irrigation from differ-
ent levels within the reservoir. The density current parameters,
e.g., propagation speed, thickness, and dilution, can be used to
determine the change in water quality at different depths [2]. Be-
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cause of their widespread occurrence in nature, density currents
have recently drawn strong interests from hydraulic engineers and
marine geologists.

Laboratory experiments are useful for visualizing patterns of
behavior even though there are considerable problems in compar-
ing experiments directly to individual natural density currents.
Such experiments are valuable for understanding processes but
should only be compared to natural case studies with extreme
care, particularly in the light of problems of scaling turbulent
mixing. Some previous laboratory experiments of density and tur-
bidity currents include Buckee et al. [1], Alavian [3], Garcia [4],
Altinakar et al. [5], Kneller et al. [6], Firoozabadi et al. [7], Best et
al. [8], de Rooji and Dalziel [9], and Alexander and Mulder [10].

Field measurements usually only cover a small range of hydro-
dynamic and sediment transport conditions, and laboratory mea-
surements have other restrictions, such as scale effects. Therefore,
researchers have recently focused on numerical models consisting
turbulence equations. Numerical modeling has the flexibility to
allow for the adjustment of variables to evaluate their interdepen-
dence, something not always possible in laboratory experiments
because of scaling limitations. It should be noted however, that
modeling is neither a more accurate nor a more realistic approach
than the others and is therefore not a substitute.

Considerable theoretical [2,11,12] and numerical studies of
density and turbidity currents and their deposits have been carried
out during the past several decades [13-29]. An important aspect
of the density current is the turbulent energy. If the turbulent ki-
netic energy is not properly balanced, a numerical model may
predict physically unrealistic acceleration [14].

Stacey and Bowen [21] investigated the necessary condition for
self-maintenance using a mixing length model for the turbulence
closure. Their model allowed for the influence of current’s inter-
face stability on eddy viscosity and diffusivity. Eidsvik and Br@rs
[22] applied the k—e& turbulence model to turbidity currents and
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investigated the possibility of self-acceleration of the currents.
The k—e model has been adopted by others to simulate two-
dimensional density and turbidity currents in reservoirs [23-25],
down an inclined surface in a flume [26-28], and recently in sub-
marine channels [29,30]. Other turbulence models, such as Rey-
nolds stress model [31,32], Mellor-Yamada level 2.5 second-order
model [33], and k—\ [34] has also been applied.

The objective of the present paper is to simulate and qualita-
tively investigate the vertical structure and bulk properties of two-
dimensional, steady, nonparticulate density currents, herein, salt
water, developing on a slope in a channel. The v>~f model, a
recently proposed turbulence model [35], is used for turbulence
closure. Nonparticulate currents have been investigated by numer-
ous researchers both in laboratory experiments (e.g., [1]) and in
numerical simulations (e.g., [27]) because such currents are the
simplest case and, thus, the best starting point for studying the
turbulence structure in the body region of density currents. Simi-
larity profiles of current height by Akiyama et al. [18] are used
here for validation the numerical model.

Governing Equations

Density current concentration is assumed to be small enough to
use Boussinesq’s approximation in the momentum equation. The
basic equations are mass conservation, downslope and vertical
momentum conservation, and concentration equation, respec-
tively,

du Jdv
—+—=0 (1)
dx dy
u du 10P . J du J u
u—+v—=———+g sinb+ —|v,—|+—|v,.—] (2)
dx dy p dx dx\ dx J dy

v v 19P J av Jd v
+v—=————g’cos0+a— v—|+—|v—] 3)
X

u—
dx dy pdy dx ay\ “dy
dc dc 0 dc J dc
u—+v—=—"\v,—|+—|v— 4)
Jx dy ox\ ox ady\ “dy

where x,y=coordinates; u,v=velocity components in the x and y
directions, respectively; c=concentration; #=the slope angle; and
P=pressure. Reduced gravitational acceleration g’ is defined as

, _p=p
g'=—"¢ (5)
Pu
p is the density of the current. p; and p,, are the density of soluble
substance (herein, salt) and the density of water, respectively. Us-
ing the normalized (0=c=1) concentration of the fluid

p=cpyt (1 - c)pw (6)
v, is the effective viscosity, which is the sum of laminar viscosity
v and eddy viscosity v, The dense underflow is diluted in the x
direction by entraining the ambient water; thus, the current’s
height and density vary continuously in the streamwise direction.
This is why the pressure gradient cannot be neglected even in the
presence of free surface [26]. Numerous turbulence models may
be used to estimate the eddy viscosity. Most eddy viscosity-based
turbulence models, such as standard k—& model, overpredict the
turbulent kinetic energy near the solid boundaries. This weakness
probably arises because of the fact that such models have been
developed for high Reynolds number and isotropic turbulent-
viscosity flows. Herein, the v>—f turbulence model was used to
evaluate the eddy viscosity by using the following relationship

- k v
v, =c,v°7, where 7= max ;,6 - (7)

where n=turbulent time scale, k=turbulent kinetic energy,
e=turbulent kinetic energy dissipation rate, and c,=empirical

Journal of Fluids Engineering

constant. The turbulent quantities k and € are obtained by solving
the following transport equations:

ok ok 4 [( v,)&k] J [( v,)z?k]
u—+v—=—||(v+— ||+ ||v+— |~ |+P—¢
Jx dy dx o/ ox dy g/ dy

(8)
de  de a( v,)&s d < v,)z?s
u—+v—=—"|{v+— | —|+—||v+— | —
ax dy dx o,/ dx dy o,/ dy

4 elp, Sz 9)

where the production term P, and modified empirical constant ¢,
are estimated, respectively, by

ou \? w\* (v ou\?
Pe=v| 2\ —| +2{ —| +| —+—
ox dy dx dy
k
cer=14| L+cgu\/ 5
v

The preceding equations contain various empirical constants ob-
tained by comprehensive data fitting for a wide range of turbulent
flows. The following standard values from Parneix et al. [36] are
also used in the present computation:

(10)

(11)

¢, =022, 0,=100, 0,=130, c,g=0.045 c,p=1.90

(12)

During the last few years the v>—f turbulence model, originally
suggested by Durbin [35], has become increasingly popular due to
its ability to correctly account for near-wall damping without use
of so-called damping functions. The reason why these damping
functions can be avoided is the availability of an additional turbu-
lent velocity scale, a generic wall normal Reynolds stress compo-
nent, v2. By considering the exact transport equations for the Rey-
nolds stresses in a fully developed channel flow, it can readily be
shown that the production of uv (the only Reynolds stress com-
ponent that effects the mean flow field) should be proportional to
v? [35,37]. In two equation models, this velocity scale is not ex-
plicitly available but is replaced with the turbulent kinetic energy
k. Because k has a different wall distance dependency (y?) than
v2(y*), this modeling is expected to be inaccurate as walls are
approached. Durbin [35] showed that by simply replacing k with
v? in the definition of the eddy viscosity, results were substantially
improved. The main problem with a damping function is that there
can be only one and that this function can be tuned to only a
limited number of test cases. In v>—f model on the other hand, v>
is governed by a separate transport equation and thus has a poten-
tial of being applicable to a wider range of flow situations. The
wall-normal Reynolds stress component v? is modeled using

W a[( u,>(9?] &[( u,>(9?]
u—+v—=—||v+— | — |+ ||v+— |
dx dy  ox o,/ dx dy o,/ dy
v?
+kX f-—¢ (13)
k
> f cl-l(F 2) P,
R S (A 14
P e Y Ay (4

J

where f=redistribution parameter. The turbulent length scale L is
calculated using

3/2 /4
k v ) (15)

L=c maX( C
I sty 4
& 81/

The following standard values of turbulence model coefficients
are used in the present study [36]:
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Table 1 Inlet conditions used for verification of the numerical 10

simulation Re=2538
9.5F Slope=14%
Uy Cin hy,  Slope 0 o hin=4cm
Run No.  Ref. (cm/s) (%)  (cm) (%) Re;, (deg)
1 [18] 6.3 1.2 4 14 2538  8.13
2 [18] 6.84 1 5 10 3458 5.71

c1=140, ¢,=030, ¢, =025 ¢,=8500  (16)

Current Height (cm)

Boundary Condition

In the present study, various boundary conditions, such as the 5 ——— Present Study (v2f)
inlet, the bottom, and the free surface boundary condition, are n Akiyama et al. (1994)
required. Because in elliptic flows, information at the downstream 45
travels in the upstream direction, an additional boundary condition Y I ENETETITE ENATANIE ETAErE STAAAT R
is necessary, namely, at the outlet. Known quantities are specified 1 2 3 4 5 6
at the inlet for inflow velocity u;,, concentration c¢;,, and current x (m)
thickness h;,. The turbulent kinetic energy and dissipation rate at @)
the inlet are estimated, respectively, as ky,=10"%u;,, and &,
= IOkifz/ hi, [27]. At the free surface, a symmetry boundary con- 10
dition (no flux condition) is used. This assumption is typically - Re=3438
good unless the dynamics of the free surface affects the propaga- 95 S,|0pe=1 0% '
tion of the density current, i.e., the overlying depth of ambient - hin=5cm u
water is greater than about ten times the current thickness. At the 9

bottom, the no-slip condition is imposed. For solute concentration,
zero flux is used at the bottom. At the outlet, the flow is assumed
fully developed; thus, zero gradient for velocity components and
concentration is employed as well as for other variables.

In summary, boundary conditions can be explained using fol-
lowing notations:

Current Height (cm)
~
[$)]

dc 7
Bottom boundary: u=v=0|,., and —=0 (17)
' 9y 6.5
Free surface bound 0| g n_x 6
T r ndary: v =0| - n —=—=
ce surtace boundaty: v ="Sl-n & dy dy —l Present Study (v2f)
(18) 55 n Akiyama et al. (1994)
ORI S U N TN Y U N T TN T N T M N T M S U N
58 1 2 3 4 5 6
0.2 X (m)
(b)
Re=2538 B 0.01 Fig. 2 Comparison of the current height for (a) Run 1 and (b)
R Slope=14% || Run 2 with experimental data
hin=4cm [ |
]
0.12 l Outlet boundary: 24 =222 % _ (19)
=0 utlet boundary: —=—=—=
£ | Y ox dx Odx =l
_'5, where H and [ are the total height of ambient water and the length
2 of the flume, respectively.

Solver

A structured finite volume code using the pressure correction
scheme Simple-C and a co-located grid arrangement (i.e., all vari-
ables are stored at the center of the control volume) was written.
The Rhie and Chow interpolation, which computes the velocity
components at the control volume faces, was used. The Van Leer
scheme (a bounded, second-order upwind scheme) was used to
discretize the momentum, turbulence, and concentration equa-
tions. The algebraic equations were solved with a tridiagonal ma-
Fig. 1 Concentration contour of saline density current devel-  trix solver (TDMA) [38]. The convergence is evaluated based on
oping on a slope of Run 1 the residual criterion. In this work, the sum of absolute residuals

0.04
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Fig. 3 Comparison of the dense layer height of Run 1 obtained
from v>-f model with standard k- e model and measurement

of a variable for all computational control volumes was compared
to the inlet flux of that variable. When the sum of normalized
residuals for all variables are in the order of 107, computation
stops. After converging the velocity components and pressure, the
scalar transport equations for turbulent kinetic energy, dissipation
rate v2, and f are solved. Finally, concentration equation along
with all previous equations is simultaneously solved and iterations
continue until the convergence for all variables is obtained.

Some tests were performed with different grid sizes to seek a
grid independent solution. The results show that 102X 42 mesh
size, in the x and y directions, respectively, is sufficiently fine so
that the computed profiles are grid independent. The mesh points
are chosen as uniform in the streamwise direction, but in the ver-
tical direction, because of high gradients in the near-bed region,
the grid points are distributed in a nonuniform manner with higher
density of grids close to the bed. Because of the fact that such
models as v>—f use a low Reynolds enhanced treatment particu-
larly near the wall, a grid should be designed with y* =1 for them
[39]. Thus, in the current numerical simulation, the grid is de-
signed with y*=1 at the first cell.

To verify the present model, two experiments of Akiyama et al.
[18], which involved a conservative saline density flow discharged
through the inlet, were used. The flow develops two- dimension-
ally on a slope in a 1.0 m deep and 8.0 m long flume. Then, the
bulk properties and characteristics of the current under different
inlet conditions are qualitatively investigated. In order to be sure
that the assumption of fully developed flow at the outlet boundary
is true, the length of computation domain is taken 10.0 m.

Results

Inlet conditions of two different experiments of Akiyama et al.
[18], which are used to validate the model, are listed in Table 1. In
this paper, these two experiments are referred to as Run 1 and Run
2. The interface between a density current and the ambient water
is generally defined as the region where the density gradient is at
a maximum [2]. In most laboratory experiments, due to intense
mixing and high turbulence, it is nearly impossible to define ac-
curately the position of the diffuse top of the density current vi-
sually [1]. In fact, in experimental simulations, the interface is at
the level above which no concentration can be visualized. The
accuracy of the visually identified current thickness is, therefore,
highly dependent on the observer, and may vary if the observer is
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Fig. 4 Distance evolution of the bulk properties of a typical
density current: (a) depth-averaged bulk Richardson number
and concentration, (b) depth-averaged velocity and flow
height, Run 1

replaced by another. However, to find the current height in the
present study, we adopt the convention used in the boundary layer
literature where the height of the boundary layer is considered a
height at which the local downstream velocity component is about
0.99 of the freestream velocity of the flow. Thus, in this simula-
tion, it has been assumed that the current height is the height at
which the concentration is about 0.01 of the inlet concentration
Cip-

Figure 1 shows a concentration contour of the dense bottom
current for Run 1. It can be seen that the current is thickened but
is diluted by entraining ambient water along the downstream di-
rection. Figures 2(a) and 2(b) shows the computed current height
for Runs 1 and 2. Experimental data by Akiyama et al. [18] are
also plotted in the same figures. The overall agreement between
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Fig. 5 Vertical profiles of concentration at some distances
from the inlet, Run 1 (¢;,=1.2%, h;,=4 cm, and bed slope=14%)

the computed and measured profiles appears good particularly in
Fig. 2(b). However, in Fig. 2(a), the computed height is slightly
smaller than the measured one.

Because the present model can handle the turbulence by using
either v”—f or k—& model, the computed flow heights, which have
been calculated by using both v>—f and k—e models, have been
compared to the measured data of Akiyama et al. [18] in Fig. 3. It
can be seen, although neither of the two turbulence models is
developed for low Re number flows, the v>—f model has a better
performance in modeling of such flows. In order to investigate the
depth-averaged variables, the following integrals are used to cal-
culate the depth-averaged velocity U, depth-averaged concentra-
tion C, and the bulk Richardson number Ri.

h
f udy
0

U= , (20)
h
f cdy
0
C= , (21)
"h 0
Ri= % (22)

The bulk Richardson number Ri is used to assess the stability of
the flow boundaries. There have been numerous attempts to relate
the entrainment of the ambient water with bulk Richardson num-
ber and bed slope [21,27,28]. The entrainment of ambient water
into a density current due to turbulence strongly influences the
overall flow characteristics. Figure 4(a) depicts that the depth-
averaged concentration decreases continuously because of the am-
bient water entrainment [ 10]. The bulk Richardson number is also
plotted in Fig. 4. It can be seen that the bulk Richardson number,
which has a specific value at the inlet, gradually increases along
the flume in the streamwise direction until it approaches a con-
stant value, namely, the normal Richardson number, within a short
distance [2,13,21]. At this condition, the flow is considered to be
at a normal state. In a normal state, the bulk Richardson number is
independent of x. The flow height also follows a linear increase
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Fig. 6 Flow height of saline density current: (a) different inlet
concentration and (b) different bed slope

with distance, and the depth-averaged velocity is constant (Fig.
4(b)).

The vertical structure of a density current is shown in Fig. 5,
which also shows the vertical profile of concentration in some
distances from the inlet. The concentration has a uniform value
near the bed and decreases rapidly in the vertical direction [2]. In
currents that entrain the ambient water rapidly at the upper bound-
ary, there is a reinforcement of the stratification and the stepped
concentration profile may become more pronounced; this is con-
sistent with studies in Buckee et al. [1] and Peakall et al. [40].

In order to further investigate of the influence of input variables
on the density current characteristics, the flow height is plotted in
Fig. 6 under such different conditions as different inlet concentra-
tion and bed slope. Figure 6(a) shows that the flow height de-
creases when the inlet concentration increases. Flows with differ-
ent initial concentrations behave very differently because the flow
behavior is governed by the density contrast between the flow and
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Fig. 7 Flow height obtained using three different values of in-
let Reynolds number (¢j,=1.2% , h;,=4 cm, slope=14%)

the ambient water. Qualitative comparison suggests that if all else
is constant, then lower-concentration flows are thicker. When the
inlet concentration increases, both density gradient and buoyancy
increase. It makes the bulk Richardson number higher, and the
water entrainment at the interface, therefore, decreases. Because
the water entrainment rate is directly related to the increase in the
flow thickness [41], decreasing water entrainment may cause the
flow height to increase slowly. In Fig. 6(b), the variation of the
current height due to different bed slopes is plotted. Runs with
different bed slopes suggest that the pattern of flow thickness may
be insignificantly different on gentle slopes. However, increasing
the bed slope will cause the flow height to decrease.

The flow thickness mainly depends on the discharge. The
greater the discharge, the thinner the current becomes. It can be
indicated, by comparison, between three runs with identical con-
ditions other than discharge in Fig. 7. Because of the fact that the
discharge has a linear relationship with Reynolds number, i.e.,
Re=¢/v, where g=discharge per unite width, it can be implied
that the greater the Reynolds number, the thinner the flow be-
comes. Because the inlet heights are the same for all three runs, it
can be indicated that when a flow has a higher Reynolds number,
its velocity is also higher. High velocity will make the bulk Rich-
ardson number lower. Decreasing the bulk Richardson number
increases the entrainment of the low-momentum fluid into the
density current and the current thickness, therefore, is expected to
increase. However, Fig. 7 does not prove such a procedure, sug-
gesting the water entrainment is not the only factor affecting the
growth of the flow height.

Figure 8, also, confirms the above result. Three different runs
are plotted in Fig. 8 to investigate the role of inlet height (or inlet
velocity). They differ only in the magnitude of their inlet height,
while their Reynolds numbers are the same. In other words, the
flow with larger inlet height has a smaller inlet velocity. Qualita-
tive comparison suggests if all else is constant, then lower-
velocity flows are thicker.

Conclusion

The v>—f turbulent model has been applied to simulate the
nonparticulate dense underflows propagating along the sloped sur-
face in a flume with deep, quiescent ambient water. The governing
equations were solved using a finite volume method. The results
of saline density currents have been compared to the two-
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Fig. 8 Flow height of saline density current using three differ-
ent inlet heights and identical Reynolds number (i.e., Re
=3000, ¢;,=1.2%, slope=14%)

dimensional experimental data. Comparison to experimental mea-
surement of the flow thickness has shown favorable agreement.
Specifically, the following conclusion can be drawn:

1. The v~ model can be used to simulate dilute density flows
down a slope. Although the main aim of this paper is not to
compare the standard k—& model with v>—f model, it is
founded that the later model predicts the thickness of the
density currents more precisely. o

2. Despite the fact that the performance of v”>—f model, based
on the standard k—& model, in simulation of low-Re density
currents seems to be good, a v>—f model which is coupled
with low-Re k—& models, such as Launder—Sharma k—¢
model or buoyancy-extended k—e models, may result in
more accurate simulation.

3. This study also suggests that the density currents are very
dependent on the inlet discharge. The greater the discharge,
the thinner the current becomes. Also, in constant dis-
charges, flows that have a larger inlet height become thicker.

4. The boundary layer convention, adopted in the numerical
simulation of the flow height, is seen to be effective in simu-
lating changes in the flow height due to different inlet con-
ditions. However, this convention still needs to be tested to
determine whether it holds for wider variety of flow condi-
tions, including particulate flows with erosion and
deposition.

These results add to the understanding of density current dy-
namics but leave many questions unanswered. Because it is cer-
tainly the first time that the v>—f turbulent model is employed to
simulate the density currents, further experimental and numerical
works are needed to support the results presented here. After fur-
ther verification of the model for a wide range of the flow condi-
tions, it may be applied to simulate other characteristics of the
density currents and to investigate the turbidity currents.
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Nomenclature
C = depth-averaged concentration
¢ = concentration
cip, = inflow volumetric concentration
€1,¢2,¢,C, = constants in v?—f model
CusCe15Ce2,Cq = empirical constants in k—& model
f = redistribution parameter
g = gravitational acceleration

g’ = reduced gravitational acceleration
H = total height of the ambient water in the
flume

h = density current thickness
h;, = inlet height
k = turbulent kinetic energy
ki, = inlet turbulent kinetic energy
L = turbulent length scale
| = length of the flume
P = pressure
P, = production term in k—e model
g = discharge per unit width
Re = Reynolds number
Re;, = inlet Reynolds number
Ri = bulk Richardson number
U = depth-averaged velocity
u,v = velocity components
uv = Reynolds stress
= turbulent velocity scale
x,y = Cartesian coordinates
* = dimensionless wall distance
& = turbulent dissipation rate
p = density current density
ps = soluble substance density
p,, = water density
v = Kkinematic viscosity
vy, = kinematic eddy viscosity
0,0, = model constants for k—e model
7 = turbulent time scale
6 = slope angle
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Turbulent Flow Structure in a

W. 0. Wong
X. W. Wang
Y. Zhou

Cvlinder-on-Cone Cyclone

Turbulent flow structure in a cylinder-on-cone cyclone was experimentally investigated.
Measurements were conducted at a fixed geometrical swirl number. Experiments were
performed at a swirl number of 3 and Reynolds numbers from 37,100 to 74,200, based on

the inlet velocity and the cyclone body diameter. The flow field in planes normal to and
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The Hong Kong Polytechnic University,
Hong Kong, People’s Republic of China

through the cyclone axis was measured in detail using a two-component laser Doppler
velocimetry (LDA) and a particle imaging velocimetry (PIV). Two dominant frequencies
of vortical structures were identified based on LDA-measured tangential and axial veloc-

ity spectra. Although one of them agreed quite well with those in literature, the other was
reported for the first time. One explanation was proposed. [DOI: 10.1115/1.2754315]

1 Introduction

Cyclone separators have been used in various industries for
about 100 years and are still one of the most widely used indus-
trial gas-cleaning devices, e.g., vehicle exhaust-gas cleaning de-
vices, vacuum cleaners, incinerators, and boilers. In spite of a long
history, the basic design of cyclones has evolved little from its
first application, perhaps mainly due to the complexity and inad-
equate knowledge of the turbulent swirling flow, including the
precessing vortex core inside the cyclone. Early experimental in-
vestigations of cyclones were conducted using pitot tubes [1] and
hot-wire anemometry [2], aiming primarily at understanding the
turbulent flow structure and determining the most efficient shape
of a cyclone. The two techniques suffer from a few drawbacks, for
example, being intrusive to flows and point measurement, giving
insufficient information on the overall flow structure. With the
advent of nonintrusive laser Doppler velocimetry (LDA), there
have been increasing experimental investigations of the gas flow
in a cyclone in the last one or two decades. Using LDA,
O’Doherty et al. [3] unveiled a very complex flow structure asso-
ciated with the strongly swirl flow in a cyclone. It is well known
that flow with a high swirl number (>0.6) and a high Reynolds
number (Re=U;,2R/ v, where R is the radius of the cyclone cham-
ber, Uy, the inlet velocity, and v the kinematic viscosity of fluid)
of more than 10* in a confined flow produces the onset of vortex
breakdown and a low-frequency instability phenomenon due to
the precessing motion of the vortex core [4-8]. Alekseenko et al.
[9] reported the results of theoretical and experimental investiga-
tion of steady helical vortex structures in a swirl flow. They ob-
served a linear relationship between the Strouhal number, St
(=fprec2R/ Uyy, Where fyr is the precessing frequency of the vor-
tex in the cyclone), and Re (=14,000—45,000) at a swirl number,
S (=md,R/2A, where d, is the diameter of the cyclone outlet and
A is the inlet area), of 1-3.8. Fluid dynamics in a cylinder-on-cone
cyclone is different from the helical flow model. The former is, in
general, characterized by the presence of a reverse flow, whereas
the latter is not. Derksen and Van den Akker [10] noted numeri-
cally that the main vortex core moved about the geometrical axis
of the reverse flow cyclone in a quasiperiodic manner, and St was
found to be 0.53 at Re=14,000 and S=2.1. Hoekstra et al. [11]
experimentally observed St=0.6 in a cyclone of similar geometry
at a comparable Re and S=3.1. However, Alekseenko et al. [9]
measured St=0.85 at §=1.9 and Re=14,000—45,000. Peng et al.
[12] also observed experimentally a similar St value at S=2.0 and
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Re=57,300-260,000, and predicted a slightly lower St near the
wall just under the vortex finder using a theoretical model of the
tangential velocity of the flow at the wall.

In spite of previous investigations, many aspects of fluid dy-
namics, including the flow instabilities such as the vortex break-
down and precessing vortex core (PVC), within a cyclone have
yet to be better understood. These instabilities will generate extra
losses and produce a higher pressure drop in the cyclone. In terms
of particle separation, the PVC will cause a pressure fluctuation
and associated high levels of turbulence and mixing in the cyclone
[13]. As a result, there are problems with cyclones in engineering,
such as the incorrect prediction of the separation efficiency of
submicron particles in common industrial cyclone separator [14].
Previous investigations on PVC and associated instabilities are
mostly related to swirl burners [15] and generators [16]; there
have been very limited reports on the PVC, which occurs in a
cyclone, with a reverse flow. This work aims to improve our un-
derstanding of the turbulent flow structure in a cylinder-on-cone
cyclone that is characterized by a reverse flow in the core region.
Measurements were conducted in an industrial cyclone model us-
ing particle imaging velocimetry (PIV) and laser Doppler veloci-
metry (LDA). Experimental details are given in Sec. 2. Experi-
mental results are presented and discussed in Sec. 3. The work is
concluded in Sec. 4.

2 Experimental Details

Experimental investigation was conducted based on a labora-
tory scale model of cyclones as illustrated in Fig. 1. The cyclone
radius R is 47 mm, the outlet diameter d, is 44 mm, the cyclone
cylinder length L is 132 mm, and cross-sectional area of the cy-
lindrical body A is 1100 mm?. The coordinate system, (r, ,z), is
defined in Fig. 1(a), with its origin at the center of the bottom
plane of the cylindrical section of the cyclone body. The velocity
components in the 7, 6, and z directions are designated by V,, Vy,
and V,, respectively. The cylinder-on-cone cyclone was made of
transparent acrylic. The inlet flow velocity of the cyclone, mea-
sured by a pitot tube, was 8 m/s. Experiments were first con-
ducted at $§=3.0 and Re=47,000.

A two-component LDA system (Dantec Model 58N40) with an
enhanced flow velocity analyzer (FVA) signal processor was used
to measure V, and V, along the axis X-X of the measurement
plane at z=R (Figs. 1(a) and 1(c)). This section at z/R=1 should
be quite representative of others, except near the top and bottom
of the cyclone, as indicated in PIV data in the (r,z) plane pre-
sented later. The flow was seeded by smoke generated by mos-
quito repellant, which was introduced into cyclone from the inlet.
The LDA system was introduced in detail in Wang et al. [17]. The
measuring volume formed by laser beams has a minor axis of
1.18 mm and a major axis of 2.48 mm. LDA measurements of V,
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and V_ were made at 38 points of 2 mm uniform spacing along a
diametric axis X-X of the measurement plane at z/R=1 (Figs. 1(a)
and 1(c)). About 50,000 samples were taken for each point of
LDA measurements at a sampling rate of about 1500 samples per
second, with a typical validation rate of 80-95%. The data were
processed using the signal processor of the LDA system (Dantec
Model 58N40 with an enhanced FVA signal processor) to obtain
the power spectral density function. The selected window size was
2048 points, and the frequency range of the calculated spectrum
was from O to 1500 Hz. Thus, the frequency resolution was
~0.7 Hz, which was considered to be adequate for the present
investigation. Experimental uncertainties are estimated to be

within 1% for the mean velocities, Vy and V,, and 3% for the
fluctuating velocities, Vg, and V. In this paper, the overbar
denotes time averaging, while the subscript rms represents the
root-mean-square values.

Another independent technique, i.e., a hot wire, was used to
measure the predominant frequencies in the cyclone. A single hot-
wire operated on a constant temperature circuit at an overheat
ratio of 1.8 was used to measure the fluctuating velocities, V, and
V_, inside the cyclone. The hot-wire probe (Dantec type 55P11) is
a 1.25 mm long platinum-plated tungsten wire of 5 um diam,
mounted on a 1.9 mm diam and 30 mm long ceramic tube. The
hot-wire probe was inserted into the measurement plane at z/R
=1 (Figs. 1(a) and 1(c)) and traversed along the diametric axis
X-X. Since the hot wire was used only to monitor the frequency
information inside the cyclone; calibration was not needed. Hot-
wire measurements were made at the same location as the LDA
measurement. Signals from the circuits were offset, amplified, and
then digitized using a 16-channel (12-bit) A/D board and a per-
sonal computer at a sampling frequency 3.5 kHz per channel. The
sampling duration was 40 s.

1180 / Vol. 129, SEPTEMBER 2007

A Dantec standard PIV2100 system was used to measure the
flow velocities in the (r, 6) plane at z=R and (r,z) plane, which
cut through the cyclone along the X-X axis. The flow was again
seeded by smoke. Seeding particles in PIV measurements were
measured using a digital microscope and were found to be a few
microns in diameter. The particle Stokes numbers of the seeding
particles were calculated to be <0.1. Details of the PIV system
were introduced in Hu et al. [18]. The flow illumination was pro-
vided by two New Wave standard pulsed laser sources of a wave-
length of 532 nm, each having a maximum energy output of
120 mJ. The time interval to capture two sequential images was
~50 ws. Digital particle images were taken using one charge-
coupled device (CCD) camera (HiSense type 13, gain X 4, double
frames, 1280 pixels X 1024 pixels). A Dantec FlowMap Processor
(PIV2100) was used to synchronize image acquisition and illumi-
nation. A wide-angle lens was used so that each image covered an
area of 90 mm X 72 mm of the flow field in the (r,z) plane and an
area of 112 mm X 88 mmin the (r, §) plane. The longitudinal and
lateral image magnifications were identical, i.e., 0.12 mm/pixel.
Each laser pulse lasted for 10 ns. An optical filter was used to
allow only the green light (the wavelength=532 nm), generated
by the laser source, to pass.

The amount of distortion of the PIV images due to the curvature
of the transparent cylinder of 3 mm wall thickness was measured
by placing a single-frequency sinusoidal transmittance grating
(Applied Image, SF-2.0) of two cycles per-millimeter in the (r,z)
measurement plane. Image of the grating without cyclone was
captured by the camera of the PIV system and another image of
the cyclone with the grating placed in the (r,z) measurement
plane was also captured by the camera. The distance between the
grating and the camera and the zoom ratio of the imaging lens of
the camera were kept constant in the two cases. The images were
compared carefully using MATLAB, and the maximum distortion of
the grating lines due to the curvature of the transparent cylinder
was found to be ~1% at the left- and right-end edges of the (r,z)
measurement plane.

The thickness of the light sheet of the PIV system is ~2 mm.
The time duration between every two images recorded for every
velocity vector plot is 20 us, and the maximum tangential veloc-
ity of the flow is ~20 m/s. The maximum distance traveled of the
seeding particles due to the tangential velocity is estimated to be
0.4 mm. Therefore, the seeding particles did not leave the light
sheet in the recording duration for the velocity vectors in the (r,z)
plane. Since the maximum axial velocity is less than that of the
tangential velocities (Fig. 2), there is no loss of pairs in the images
due to the third velocity component, V_, for the velocity vectors in
the (r, 6) plane.

The PIV data analysis is conducted by a software program,
FLOWMANAGER, provided by Dantec. The peak-finding algorithm
is PEAK-HEIGHT VALIDATION, which validates or rejects individual
vectors based on the values of the peak heights in the correlation
data,where the raw vector displacement was measured. The cross
correlation between the initial and final positions of the flow field,
recorded on two consecutive images, was calculated using a cross-
correlation algorithm, included in FLOWMANAGER. In the process-
ing of the (r,z)-plane images, 32X 64 rectangular interrogation
areas were used. Each interrogation area included 32 pixels with
50% overlap with other areas in either of the r and z directions.
The overlap is used to minimize the occurrence of erroneous vec-
tors. The in-plane velocity vector field consisted of 79 X 31 vec-
tors (2449 vectors in total). In the processing of the (r, §)-plane
images, the interrogation area is 32 pixels X32 pixels (=0.06d,
X 0.06d,) with 25% overlap in either of the radial and tangential
directions. The ensuing in-plane velocity vector field consisted of
53X 42 vectors (2226 vectors in total). Vectors outside the speci-
fied velocity range are most likely to be outliers. Velocity range
validation and moving average validation were applied to remove
false vectors (outliers) among raw velocity vectors. The rejected
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vectors may be replaced by vectors estimated from surrounding
values. Subsequently, the moving average filter is used for reduc-
ing noise in the obtained vectors. In this investigation, about 24
outliers are substituted in a typical vector map, accounting for
~1% of the total number of vectors generated. The uncertainty in
the velocity measurement is estimated to be 3%. The vorticity
component w, in the (r, §) plane was approximately derived based
on particle velocities. The number of the w, data was the same as
that of velocity vectors. The spatial resolution for w, was
~1.86 mm or 0.04d,.

3 Presentation of Results and Discussion

The measured V,, (Fig. 2(a)) and \_/Z (Fig. 2(b)) are qualitatively
agreeable with previous reports, such as [19]. For the convenience
of discussion, we designate the value of r/R at =0 to be positive

and that at #=1 to be negative. Both V, and \_/Z display a twin
peak distributions, with one peak at r/R=-0.3 and the other at

r/R=0.08. The minimum of the trough in both V, and V_ indicates
the center of the vortex core [20]. This minimum occurs at r/R
~-0.1, suggesting that the center of the vortex core does not
coincide with the geometrical center of the cyclone. Furthermore,

both ‘75 and \_/Z do not appear symmetrical about neither »/R=0
nor the center of the vortex core. The observations are reasonable
since the flow inlet (Figs. 1(a) and 1(c)) is located asymmetrically
about the geometrical center of the cyclone and the airflow enters

the cyclone tangentially. V, around the vortex center has not been
measured because of insufficient concentration of smoke particles
about the vortex center.

The flow field may be separated into two regions, i.e., the outer

and inner regions, by the peaks of \_/9. In the inner or core region,

ie., //R<-0.3 and r/R>0.08, V, increases approximately lin-
early with the distance from the center of the vortex core, display-
ing similarity to a rigid-body rotation or a forced vortex. In the
outer region of the vortex, i.e., =1 <r/R<-0.3 and 0.08<r/R
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<1, "7V~ constant, similar to previous report by Solero and

Coghe [19]. The highest V4 occurs at the interface of the two
regions and is ~1.66 Uj,.

In the central region, the axial velocity V, (Fig. 2(b)) points up
and is approximately linearly proportional to the distance from the
center of the vortex core. The lower axial velocity toward the
center of the vortex core reflects the loss of swirl in the exit pipe,
resulting in an adverse pressure gradient at the centerline of the

cyclone [11]. In the region close to the wall, X_/'Z is downward
directed toward the conical section in an annular region, i.e., —1
<r/R<-0.72 and 0.43<r/R<1, and is otherwise upward di-

rected. The observed distribution of V, is reasonable. Once enter-
ing the cyclone tangentially, the airflow moves toward the wall,
forming an outer downward vortex flow under the strong action of
the centrifugal force. After reaching the bottom, the flow turns
upward.

Figure 3 presents the velocity vectors in the (r,z) plane aver-
aged from 278 plots of PIV-measured instantaneous velocity vec-
tors. Two curves indicate the location of zero axial velocity, i.e.,

‘_/Z=O, indicating the interface between the regions of upward and
downward axial flows. Apparently, the location of ‘_/z=0 depends
on z/R. At z/R=1, ‘_/Z=O occurs at r/R=-0.72 and 0.47, inter-

nally consistent with the radial distribution of LDA-measured V..
A close examination of the vectors suggests that the axes of both
the upward and downward swirl flows in the cylindrical body of
the cyclone are tilted and shifted away from the geometrical axis
of the cyclone chamber. Using LDA to measure the flow velocities
in a cylinder-on-cone cyclone, Peng et al. [21] also observed the
asymmetry of axial velocity of the flow below the vortex finder.
The fluctuating tangential velocity vy, (Fig. 4(a)), displays a
We-shaped distribution, rising markedly near the wall and the core.
The results suggest a highly turbulent boundary layer over the
cyclone wall and a highly turbulent inner precession vortex core.
The large v g, toward the inner region is probably linked to the
loss of swirl in the exit pipe [11]. In contrast to the variation of
Vgrms Uzrms displays peaks at r/R=~-0.3--0.4 and 0.2-0.3,

where V_/U;, (Fig. 2(b)) exhibits large gradients. The highly
sheared flow is associated with an instability, resulting in large-
scale vortical structures, as confirmed later by measured instanta-
neous vorticity contours. These vortical structures should be re-
sponsible for the peaks in v, ;.

Figure 5 presents the power spectral density function, E,, of Vy
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Fig. 4 Radial distribution of (a) Vs and (b) V, s in the (r, 6)
plane (z/R=1), Re=47,000

measured using LDA at various r/R along the axis X-X of the
measurement plane (Fig. 1(c)). In Figs, f is frequency (in Hertz).
One pronounced peak occurs at St;=f12R/U;,=0.53 in Evo at all
positions except /R=0.68. Another pronounced peak is identifi-
able at St,=/,2R/U;,=0.62 (Fig. 5), though only over the upward

St-0.53

Str=0.62 VR = 0.17

St,= 0.5
/R = -0.26

St,=0.62

28t
0.26

0.34

0.4

0.51

0.60

¢.68

10°
A2RVU;,

107!

Fig. 5 Power spectral density functions of V,, measured along
the axis X-X (Fig. 1(¢)) in the (r, 0) plane (z/ R=1), at various r/R
using LDA, Re=47,000
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Fig. 6 Power spectral density functions of V, measured along
the axis X-X (Fig. 1(¢)) in the (r, 0) plane (z/ R=1), at various r/R
using LDA, Re=47,000

flow region, i.e., r/R=0.17-0.47. The observed St, agrees quite
well with the Strouhal number (=0.6) of the precessing vortex
core in a similar cyclone [11].

Previous investigations [10,11,14,19], on reverse-flow cyclone
have reported one dominant frequency only, i.e., the one that is
observed only in the upward flow region. A scenario is proposed
for the present observation of two dominant frequencies. Under
the influence of the tangential flow momentum at the cyclone
inlet, the flow within the cyclone is likely to precess as a whole,
thus producing the peak in E,, at St. This precessing flow spirals
downward. The region of upward-directed flow also precesses.
The two precessions, one spiral down and the other spiral up, are
unlikely to have the same precessing frequency. In fact, being
relatively small in diameter, the upward-directed flow should have
a higher precessing frequency due to the conservation of the mo-
ment of momentum if the wall shear force on fluid is neglected.
Therefore, in addition to swirling with the whole flow field, the
region of the upward-directed flow should precess at St,, which is
higher than St;. Near the cyclone wall, the peak at St; is not
discernible probably because of the boundary layer effect. The
two precession motions are opposite in the sense of rotation. The
two fluid motions, one spiral down and the other spiral up (Fig. 3),
are unlikely to have a “black-and-white” border between them;
there should be a transition region where both motions could be
present. Indeed, we have observed the twin-peak distribution in
E,, (Figs. 5 and 7) over r/R=~0.26-0.43 in the upward flow
region. However, the proposed explanation has yet to be con-
firmed by more experimental or numerical data.

The V, spectrum E, (Fig. 6) again displays a peak at St, in the
region of r/R=<0.47, where the flow is upward. However, the
peak at Sty is only discernible for 0.47 <r/R <0.68. Furthermore,
the peaks are appreciably less pronounced, compared to those in
E,, The observation is probably due to the fact that the dominant
frequencies, St; and St,, are primarily due to the precessing down-
ward and precessing upward motions, respectively. The precessing
motions are sensitive along the V, direction, not at the V, direc-
tion. As a result, the peak at St; cannot be detected in the region of
upward flow and even at r/R=0.68, where this peak is clearly
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discernible in E,,, (Fig. 5). Chao et al. [22] observed two dominant
frequencies in the axial velocity spectra within a swirl tube. They
proposed that one of the frequencies was due to the precessing
vortex core and the other to an azimuthal instability connected to
the contraction downstream. Apparently, a swirl tube is rather dif-
ferent from a cylinder-on-cone cyclone; there is no reverse flow in
the swirl tube, which is distinct from the present flow. Figure 7
shows the spectra of hotwire-measured V, and V,, which display
two pronounced peaks at the same frequencies as those given in
the LDA data. Derksen [23] mentioned two frequencies were mea-
sured by Hoekstra [24] in the vortex core of a cylinder-on-cone
cyclone with reverse flow under a flow condition of Re
=280,000 and Swirl number=3.9. The two frequencies are St
=0.7 and 1.58. The experimental data were given only at one
point near the center in the midplane of the conical section of the
cyclone; no explanation was given.

Additional experiments were conducted at three different Rey-
nolds numbers Re=37,100, 60,000 and 74,000. The simultaneous
presence of two peaks in the spectra was again measured, as
shown in Fig. 8. Apparently, the Strouhal numbers appear inde-
pendent of Re. As it can be noted, the measured St; and St,
appears to be constant for the Re range presently investigated,
significantly lower than Alekseenko et al.’s [9] measurements, i.e.,
St=0.85 at S=1.9 and 1.19 at §=3.8 (Re=14,000-45,000), which
is expected in view of very different fluid dynamics between the
flow in a cylinder-on-cone cyclone and a simple helical flow.

In order to gain a better understanding of the turbulent flow
structure in the cyclone, the contours of PIV-measured instanta-
neous vorticity, wg2R/Uj,, in the (r,z) plane are examined, as
illustrated in Fig. 9. The normalized vorticity in the core region is
opposite in sign to that in the outer region, suggesting that the
precession of the overall flow (spiral downward) in the cyclone
chamber is opposite in sense to the precession of the upward flow,
which will be reconfirmed by the contours of axial vorticity mea-
sured in the (r, 6) plane. The maximum concentrations of vorticity
in the outer region occur in the immediate neighborhood of the
inner region. This is more evident in the contours of vorticity (Fig.
10) averaged from 278 plots of instantaneous vorticity measure-
ments. The maximum concentrations of vorticity in the outer re-
gion coincide with the location, where the maximum gradient of

LDA-measured V, occurs.

Figure 11 presents the contours of typical instantaneous axial
vorticity, w,2R/U;,, measured in the (r,6) plane (z/R=1). The
inner region is characterized by highly concentrated positive
2R/ Uy, with the maximum occurring about r/R=0, exhibiting

St;=0.60 St
2=0.60
St=0.50. »25h - -
¥R = -0.26 i VR =-0.26
Sti=0.50.
-0.34 —0.34),
o b o -0.43
L4 - 051
-0.60 o0
-0.68 e
1 L L : )
-1 0 5
10 10 10
R jngey R jtes

Fig. 7 Power spectral density functions of V,and V, measured
along the axis X-X (Fig. 1(c)) in the (r, ) plane (z/R=1), at
various r/ R using hot-wire anemometry, Re=47,000
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the characteristics of the precessing vortex core. On the other
hand, the opposite-signed (negative) w,2R/ Uy, tends to dominate
near the wall (r/R=1), though significantly less concentrated than
that in the inner region. Between the wall and inner regions (the
outer region), the vortical structures of both signs are evident,
again with less concentrated w,2R/Uj, than in the inner region.
The observation is consistent with the fact that the two precession
motions in the cyclone are opposite in the sense of rotation. The
above characteristics are better reflected in the contours of
®.2R/ Uy, (Fig. 12) averaged from 278 plots of instantaneous vor-
ticity data. The maximum @,2R/ Uy, is shifted by 0.05R from the
geometric center of the cyclone chamber.

Both the averaged and instantaneous vorticity contours suggest
the presence of relatively large-scale structures encircling the vor-
tex core in the annular region |r/R| <0.8. These structures appear
quasiperiodical and are probably responsible for the pronounced

o

=
-
=
FS..
B

Fig. 9 Contours of PIV-measured instantaneous normalized
vorticity in (r, z)-plane, Re=47,000 and S=3.0. The (r, 6) plane,
where both PIV and LDA measurements were conducted, is
marked by the dashed-dotted line.
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Fig. 10 Averaged vorticity contours measured using PIV in the
(r,z) plane of the cylinder chamber, Re=47,000 and S=3.0

peak at St;=0.53 in Ev,, (Fig. 5). Meanwhile, strong vortical struc-
tures that occur in |r/R|<0.4 may account for the peak in E,
(Fig. 5) at St,=0.62 that occur for r/R=0.26—0.47. Note that the
averaged vorticity contours shown in Fig. 12 conform to the dis-
tribution of Vs (Fig. 4(a)). The concentration in @2R/U,, for
0.8<|r/R| <1 corresponds to the large Vg, near the wall;
®,2R/ Uy, appears low in the annular region of 0.4 <|r/R| <0.7,
where Vs is also small; @,2R/U;, is large for |r/R|<0.2,
where V. is large.

It has been well known that large-scale vortical structures may
result from shear layer instabilities [25-27]. Naturally, the shear
layer due to the occurrence of the spiral-up motion and spiral-
down motion could lead to the formation of vortical structures.
Nevertheless, more experimental evidence is required to confirm
the present proposition.

4 Conclusions

The turbulent flow structure within a cyclone was experimen-
tally investigated on a laboratory-scale cylinder-on-cone cyclone
model based on LDA and PIV measurements. The work leads to
the following conclusions:

(d)

Fig. 11
(r, 0)-plane (z/R=1), Re=47,000 and S=3.0

PIV-measured instantaneous vorticity contours in the
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/R

Fig. 12 Averaged vorticity contours in the (r, 6) plane (z/R
=1) measured using PIV, Re=47,000 and S=3.0

1. The flow has been characterized, in detail, in terms of the
mean circumferential and axial velocities and their rms val-
ues, along with their topological features in the (r, 6) plane
and the (r,z) plane. The rms circumferential and axial ve-
locities are both high near the wall because of the turbulent
boundary layer. The rms circumferential velocity is large in
the core region, while the rms axial velocity displays a peak
at r/R=0.3, which is ascribed to the instability associated
with the large velocity gradient immediately outside the vor-
tex core region. The precession axis of the flow is found to
be tilted and displaced from the geometric center of the cy-
clone. The data obtained from the measurements provide a
data base for numerical modeling of the flow in a cylinder-
on-cone cyclone.

2. Two dominant frequencies, St; and St,, are observed based
on the power spectral density functions of the tangential and
axial fluctuating velocities. The lower frequency St; is ob-
served in both of the outer and inner regions of the flow.
This frequency is ascribed to the downward precession of
the flow, within the cyclone, as a whole. To our knowledge,
this frequency has been reported for the first time in the flow
of a cylinder-on-cone cyclone. The higher frequency St, oc-
curs in the vortex core region as a result of the upward
precession of the vortex core, as previously reported.
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Attainment of Flowrate Uniformity
in the Channels That Link a
Distribution Manifold to a
Collection Manifold

A logic-based systematic method of designing manifold systems to achieve flowrate uni-
formity among the channels that interconnect a distribution manifold and a collection
manifold has been developed, implemented, and illustrated by case studies. The method is
based on tailoring the flow resistance of the individual channels to achieve equal pres-
sure drops for all the channels. The tailoring of the flow resistance is accomplished by the
use of gate-valve-like obstructions. The adjustment of the valve-like obstructions is de-
termined here by means of numerical simulations. Although the method is iterative, it
may converge in one cycle of the iterations. Progress toward the goal of per channel
uniformity can be accelerated by tuning a multiplicative constant. The only departure of
the method from being fully automatic is the selection of the aforementioned multiplica-
tive constant. The method is described in detail in a step-by-step manner. These steps are
illustrated both generically and specifically for four case studies. As an example, in one
of the case studies, an original flow imbalance of over 100% in an untailored manifold
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system was reduced to a flow imbalance of less than 10% in one cycle of the method.
[DOI: 10.1115/1.2754319]

1 Introduction

Manifolds are among the most commonly encountered fluid-
flow devices. The applications in which manifolds play a major
role extend from long-standing situations such as municipal water
distribution systems and automobile engines to very recent, high-
technology devices such as microchannel heat sinks and critical
biological systems such as blood circulation in the human body.
The quantitative history of manifold design may be traced back to
the 1950s. For the next several decades thereafter, and to a lesser
extent up to the present era, one-dimensional models have been
used extensively for the design of manifolds [1-10]. The use of a
one-dimensional approach to model a situation that is intrinsically
three dimensional requires many simplifying assumptions. In
more recent times, numerical simulation has been used for mani-
fold design. References [11-17] constitute a representative sample
of the literature. In general, the use of numerical simulation for
manifold design has been restricted to specific applications.

Manifolds may be classified into two categories. One of these
categories is distribution manifolds, where there is a single inlet
and multiple exits. The other category is collection manifolds,
where there are multiple inlets and a single exit. A major goal of
manifold design is the attainment of flow uniformity at the mul-
tiple exits of a distribution manifold. In systems consisting of both
a distribution manifold and a collection manifold, the design goal
is to achieve an identical rate of flow in each of the channels that
links the exits of the distribution manifold to the inlets of the
collection manifold.

To the best of the author’s knowledge, presently there is no
general method to achieve the goal of per channel flowrate uni-
formity that has been identified in the preceding paragraph. The
focus of this paper is to develop such a methodology and to test its
capability. The method departs from being fully automatic only in
that there is some flexibility in the choice of a parameter which

Contributed by the Fluids Engineering Division of ASME for publication in the
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controls the rate convergence to the final solution. However, con-
vergence appears to be unconditional, and only the rate of conver-
gence is at issue. The implementation of the method can be based
either on numerical simulations or baseline experiments. Here, the
implementation was performed by means of numerical simula-
tions because that approach is believed to be more cost effective
and less time consuming. The efficacy of the method has been
definitively proven for laminar flow. In principle, the method can
be extended to turbulent flow pending the development of more
reliable turbulence models.

2 Model Problem

The proposed method for the design of manifold systems with
equal flowrates in the interconnecting channels will be developed
using a model problem that is illustrated in Fig. 1. As seen in the
figure, the model problem consists of a system comprised of ten
parallel channels that interconnect rectangular distribution and
collection manifolds. The system is assumed to be two dimen-
sional for computational convenience, but this simplification in no
way prejudices the development of the proposed method of mani-
fold design. Although various intuition-based geometrical modifi-
cations might be considered for the possible attainment of the
same mass flow in each channel, such approaches are highly spe-
cific to individual cases and will not be considered here.

3 Development of the Design Method

From prior experience with manifold design, it may be ex-
pected that in the geometry pictured in Fig. 1, there will be a
nonuniform mass flow distribution such that the smallest mass
flowrate will occur in the channel closest to the inlet and the
highest flowrate will be encountered in the channel farthest from
the inlet. Correspondingly, the end-to-end pressure drops in the
respective channels will also be nonuniform. Let the respective
channels be numbered such that channel 1 is the first channel of
the system and channel 10 is the last channel. Furthermore, let the
pressure drop in each of the channels be denoted by
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Fig. 1 A schematic diagram of a generic manifold system

Api,Aps, ..., Apyo, respectively. Then, with the use of Ap, as a
reference pressure drop, the differences in the successive pressure
drops can be written as

n=2 (1)

In general, the magnitude of A”p,, increases with increasing values
of n. Clearly, to obtain the same per channel flowrate, it is neces-
sary to adjust the respective values of Ap,, so as to achieve values
of A%p, that are approximately zero for all n.

In practice, a viable approach to the adjustment of Ap, is to
install valves in each of the channels. With this idea as a guide-
line, it is envisioned that a valve is installed at the downstream
end of each one of the flow passages. The envisioned valves are
assumed to be gate valves so that any valve setting corresponds to
a simple partial blockage of the flow cross section. Figure 2 illus-
trates the concept in a schematic manner. The figure suggests
valve openings that decrease monotonically from channel 2 to
channel 10. Note that channel 1 is not equipped with a valve
because it is generally the most flow-starved of all the channels,
and an installed valve would lead to further starvation.

The method for determining the valve-adjustment protocol that
leads to per-channel flow uniformity makes use of a module of
information based on the fluid flow and pressure drop properties
of a single flow channel. This module of information, once ob-
tained, is generalized for application to all of the channels in the
array. The physical model of the single channel selected as the
module is illustrated in Fig. 3. Physical walls are indicated by the
solid lines in the figure, while the dashed lines correspond to flow
cross sections.

A%p,=Ap,-Ap,

cmhﬂﬂﬁ TTITIFIETE

Fig. 2 A schematic diagram showing simulated valves at the
exits of the interconnecting channels

Journal of Fluids Engineering

Upstream- |
collected E_’ E—’ ) .
fow ' / Collection manifold
:_' ):._/’Channel exit
Simulated ! f
gate valve /
> Channel walls

v

o .

j Developed flow
/

/\/
/\/
I %

Fig. 3 The physical model of a typical channel

Channel inlet

The exit of the channel is partially blocked to model a partially
open gate valve. The space above the simulated gate valve is a
portion of the collection manifold. That space is bounded at the
left by a dashed line through which flow is passing. As indicated
in Fig. 3, that flow is the accumulation of all of the fluid received
by the collection manifold from upstream-situated channels. The
right-hand boundary of that space is an outflow boundary.

In analyzing the fluid flow and pressure drop in the typical
channel, it is convenient to assume that the desired condition of
equal flowrates in each of the ten channels has been achieved.
This assumption will automatically become reality once the goal
of the method is attained. As a consequence of this assumption,
the rate of fluid flow shown entering the inlet of the typical chan-
nel is one-tenth of the total flowrate of the system. At some dis-
tance downstream of the inlet of the typical channel, the flow
becomes fully developed as indicated by the dot-dash line.

The rate of fluid flow entering the left-hand face of the collec-
tion manifold situated above the typical channel is equal to (n
—1)/10 of the total flowrate of the system, where n is the number
assigned to the typical channel.

3.1 Implementation of the Method. The implementation of
the method is most conveniently described as a step-by-step pro-
cedure carried out for a given system flowrate:

1. For a manifold system of interest such as that of Fig. 1,
determine the individual channel pressure drops Ap, corre-
sponding to the absence of the adjustable valves. The deter-
mination may be performed numerically as detailed later.
Then, evaluate A%p, according to Eq. (1);

2. For each channel n (n=2), use the physical model defined
by Fig. 3 to determine the valve-induced pressure drops
Ap.ave., for a range of valve openings. These pressure drops
are obtained here by numerical simulation using the model
that was described in connection with Fig. 3. The generic
results of this determination are illustrated in Fig. 4, where
Apyaive., 18 plotted as a function of the percentage opening of
the valve;

3. The values of A%p, from step 1 for each n=2 may be plot-
ted as horizontal lines in Fig. 4. Each such horizontal line for
a specific n, if plotted, would intersect with a curve labeled
with the same value of n. These intersections may be used as
the valve settings for the respective channels;

4. To accelerate and ensure the attainment of the desired per
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Fig. 4 Generic presentation of pressure drops of the simu-
lated valves for the individual channels having a common per
channel flowrate

channel flow uniformity, multiply each A2p,, from step 1 by
a constant factor C, greater than one, that is the same for
each n, and rename the thus multiplied values as CA”p,,. Plot
these values of CA%p,, as horizontal lines in Fig. 4, which
results in Fig. 5. The horizontal line for a specific n should
intersect the curve labeled with the same n. These intersec-
tions will be used as the valve settings for the next evalua-
tion of the Ap,. The process of choosing the constant mul-
tiplying factor will be deferred until later;

5. Let the system now be defined by Fig. 1, in which there are
valves installed in accordance with the settings determined
in step 4. The fluid flow and the pressure drops for that
system are then solved for numerically. That solution may be
identified as the first upgrade of the original solution for the
unvalved system. To identify that this is the first upgrade, a
superscript 1 will be appended to all relevant quantities;

6. For this first upgrade, calculate the mass flowrates passing
through the individual channels. Next, compute the mean
and standard deviation of these flowrate values. If the stan-
dard deviation divided by the mean is less than a preselected
value (for example, 10%), the method can be regarded as
having provided a satisfactory end result;

Apvaven (Athitary Scale)

20% 50% 60% 70% 80% 90%

Valve Percent Open
Fig. 5 Generic presentation of pressure drops of the simu-

lated valves (curves) and the relative per channel pressure
drops (horizontal straight lines)
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7. If the value of the standard deviation divided by the mean is
greater than the preselected value, another iteration of the
type described in the foregoing is necessary;

8. To begin the next iteration, extract the values of (Ap,)! from
the first upgrade solution and evaluate (A2p,)! in accordance
with Eq. (1);

9. Use the plot of Apy,., versus valve opening percentage,
already presented in Fig. 4, again without modification;

10. Multiply each value of (A%p,)! from step 8 by a common
constant C! to obtain C'(A%p,)!. Then, for each n, plot the
value of C'(A%p,)! as a horizontal line in Fig. 4 and note
the intersection of each horizontal line with the same num-
ber curve. These intersections define the new valve opening
settings for the second upgrade; and

11. Continue as indicated in step 5 until the ratio of the stan-
dard deviation to the mean for the distribution of the per
channel mass flowrates is less than the preselected value.

4 Numerical Solutions for Use in the Design Method

4.1 Governing Equations. In the design method that was dis-
cussed in the preceding section, numerical solutions were indi-
cated as the preferred means of implementation. The details of the
numerical simulations will be described here. To begin, it is ap-
propriate to specify the flow regime, whether laminar or turbulent,
and to write the governing conservation laws corresponding to the
selected regime. The present analysis will be performed for
steady, two-dimensional, laminar, constant-property flow, for
which the equations representing conservation of mass and mo-
mentum (Navier—Stokes equations) are as follows:
mass conservation

du dv
—+—=0 (2)
x dy
x-direction momentum
du du ap Fu  Fu
plu—+v—|=——"+ul S+ (3)
ox ady ox ox~ dy
y-direction momentum
Jdv 4 dp Fv Fu
plu—+v—|=——+u|l S+ (4)
ox dy dy ox=  dy

4.2 The Solution Domain and Boundary Conditions. Next,
the solution domain within which these equations are to be solved
has to be specified. That specification is conveniently described by
making reference to Fig. 1, which is now to be viewed as includ-
ing valves situated at the downstream ends of the flow channels.
The inflow boundary of the domain is indicated by the dashed line
at the inlet of the system. Similarly, the outflow boundary is iden-
tified by a dashed line at the outlet of the system. The internal
boundaries of the solution domain are the walls of the manifolds
and of the interconnecting channels.

At the inflow boundary, it is assumed that there is a uniform
velocity distribution whose magnitude corresponds to the desired
flowrate. At the outflow boundary, the streamwise second deriva-
tives of the velocities are set equal to zero and the average pres-
sure is specified. This treatment of the outflow boundary is in-
tended to impose minimal constraints on the flow. At the solid
walls that bound the solution domain, the velocity components u
and v are zero.

4.3 Discretization and Details of the Numerical Algorithm.
The next step is to discretize the solution domain by subdividing it
into a large number of very small elements. The accuracy of the
numerical solution depends critically on the number of such ele-
ments and on their deployment. It is absolutely necessary to use a
very dense distribution of elements in regions of high gradients. In
particular, for the systems considered here, very high velocity gra-
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(b)

Fig. 6 Discretization of the solution domain in the neighbor-
hood of a valve: (a) coarse mesh; and (b) fine mesh

dients occur adjacent to the valves. To illustrate the painstaking
approach that was used to resolve these gradients, Figs. 6(a) and
6(b) have been prepared. The (a) part of the figure shows what
would normally be considered as a sufficiently fine mesh. To en-
sure the accuracy of the results, the actual mesh that was used for
the numerical solutions is pictured in the (b) part of Fig. 6.

A further and more quantitative measure of the accuracy of the
solutions is obtained from a mesh-independence study. Three dif-
ferent cases were run to comprise this study, with each case cor-
responding to a different flowrate. In each case, one solution was
obtained for a mesh consisting of approximately 150,000 nodes,
and a second solution was carried out for a mesh of approximately
1,200,000 nodes. In two of the three cases, the ratio of the stan-
dard deviation to the mean of the per channel flowrates was un-
changed for the two meshes. In the third case, the ratio changed
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by 2%. These results strongly indicate mesh independence. Sub-
sequent to the mesh independence study, all solutions were run
with meshes of approximately 1,200,000 nodes.

The calculations were carried out using CFX 9.0, a commercial
finite-volume-based CFD program. The continuity and momentum
equations are conserved over each element in the mesh; and over-
all conservation throughout the entire domain is thereby guaran-
teed. A false-transient time-stepping approach was employed to
enable convergence to the steady-state solution. While the fully
implicit, backward-Euler, time-stepping algorithm exhibits first-
order accuracy in time, its presence does not affect the accuracy of
the final, converged solution.

Coupling of the velocity-pressure equations was achieved on a
nonstaggered, collocated grid using the techniques developed by
Rhie and Chow [18] and Majumdar [19]. The inclusion of
pressure-smoothing terms in the mass conservation equation sup-
presses oscillations which can occur when both the velocity and
pressure are evaluated at coincident locations.

The advection term in the momentum equations was evaluated
by using the upwind values of the momentum flux, supplemented
with an advection-correction term. The correction term reduces
the occurrence of numerical diffusion and is of second-order ac-
curacy. Details of the advection treatment can be found in Ref.
[20].

4.4 Calculation of Valve-Induced Pressure Losses. Numeri-
cal solutions were not only performed for the overall system (Fig.
1 with valves in place), but also for the typical channel module
that is pictured in Fig. 3. The governing equations for that case are
those of Egs. (2)—(4). The specific goal of the numerical solutions
for the typical module is to determine the valve-induced pressure
dI'OpS Apvalve,n'

The solution domain for the typical channel module was se-
lected specifically to facilitate the determination of Ap,,.,. In
Fig. 3, the solution domain is shown bounded from below by the
dot-dash line where fully developed flow prevailed in the channel.
That line was situated five channel widths upstream of the channel
exit. This location was identified from preliminary solutions. The
upper boundary of the domain was taken to be the outer wall of
the portion of the collection manifold situated above the typical
channel.

The right-hand boundary of the solution domain consists of the
right wall of the channel and its continuation, shown dashed in
Fig. 3, which extends upward through the collection manifold.
The left-hand boundary includes the left wall of the channel, the
perimeter of the valve, and the inlet face of the portion of the
collection manifold situated above the typical module.

Next, the boundary conditions at the surfaces of the solution
domain must be specified. At all solid surfaces, u=v=0. At the
inlet boundary of the domain, the parabolic velocity profile for
fully developed laminar flow in a parallel-plate channel is im-
posed. The inlet face of the collection manifold is given a uniform
velocity with a value corresponding to a flowrate equal to (n
—1)/10 of the total flowrate of the system. At the outlet face of the
collection manifold, the streamwise second derivatives of the ve-
locities are set equal to zero and the average pressure is specified.

The procedure for determining the numerical values of Ap, e ,
is conveniently described by making reference to Fig. 7, which is
a generic presentation and not related to any particular case. The
figure is a graph in which the pressures at the left-hand and right-
hand walls of the typical flow channel are plotted as a function of
a distance Y/L from the inlet of the solution domain. The Y co-
ordinate is illustrated in Fig. 3. It is seen from Fig. 7 that the
pressures at respective channel walls are identical except in the
near neighborhood of the valve. In that region, the pressure at the
right-hand wall experiences a very sharp decrease as the flow
contracts and accelerates during its passage through the valve
opening. The valve-related pressure drop is defined in the figure as
the difference between the pressures at the left- and right-hand
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Fig. 7 Generic presentation of the method of obtaining Ap,,ve

walls at the valve exit.

The value pressure drop is caused by a combination of phenom-
ena which occur both upstream and downstream of the valve lo-
cation. As mentioned earlier, the acceleration of flow passing
through the restricted valve area results in a Bernoulli-type pres-
sure decrease. This pressure decrease, while reversible in prin-
ciple, is a pressure loss in practice, since virtually none of the
dynamic head is recovered downstream of the valve. Rather, it is
lost in the viscous mixing which occurs in the collection plenum.

In addition to pressure losses mentioned in the preceding para-
graph, there are additional pressure losses caused by the turning of
fluid as it passes into the collection plenum and out through the
outflow boundary. The turning radius is affected by the strength of
the upstream-collected flow shown in Fig. 3. Inasmuch as the
downstream channels are subject to stronger plenum flows, they
are expected to exhibit more severe turning (and consequently
greater pressure losses) than are the upstream channels. The
higher downstream valve-related pressure losses are evident in
Fig. 4 by the vertical segregation of the nine curves.

5 Determination of the Multiplicative Constant

In the step-by-step outline (Sec. 3.1) of the method for obtain-
ing per channel flow uniformity, a constant C was introduced in
step 4 in order to accelerate and ensure the attainment of the
method’s goal. A formal lower bound on the value of C, as ex-
plained in step 3, is C=1. An operational lower bound greater than
1 may exist and can be determined by revisiting step 3. Suppose,
in executing step 3, it is found that one or more of the horizontal
lines do not intersect the corresponding curves with the same val-
ues of 7 as the lines. If so, all the A’p, can be multiplied by a
constant whose magnitude is chosen to enable all of the horizontal
lines to intersect with their respective n-numbered curves.

To find an upper bound for C, a conservative approach may be
suggested based on the authors’ experience with the method. First,
a value of C=1.5 is used as the multiplying factor, giving rise to
a figure similar to Fig. 5. By making use of the intersections
displayed in such a figure, step 5 is executed. Then, the pressure
drops (Ap,)' are extracted and the corresponding values of
(A%p,)! calculated. If the magnitudes of (A%p,)! increase mono-
tonically with n, then the method set forth in steps 6,7,... can be
continued. For the continuation, a value of C! greater than 1.5
should be used. If, on the other hand, the magnitudes of (A%p,)!
do not increase monotonically with n, then a value of C less than
1.5 must be used.

6 Applications of the Method

The method will now be demonstrated numerically as a case
study. The geometry of the system selected for the case study is
that of Fig. 1, with the dimensions S=L, h=4L, w=3.5L, H
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Table 1 Pressure drops and pressure differences for the first

case study

Channel Ap, A%p,
n (Pa) (Pa)
1 0.086
2 0.208 0.122
3 0.308 0.222
4 0.409 0.324
5 0.500 0414
6 0.786 0.701
7 0.907 0.822
8 1.081 0.996
9 1.552 1.466
10 2.669 2.583

=39L, W=21L, and L=1.8 cm. A final specification of the system
is the per channel Reynolds number based on a uniform distribu-
tion of the total flowrate among the individual channels. If Q. is
the total volumetric flowrate per unit depth, then Oy, /n is the
uniformly prorated per channel flowrate per unit depth, O annel-
Then

Rechannel = QM (5)
y7s
For the case study, Repauner=1000.

To start the design process, step 1 of Sec. 3.1 is executed. The
pressure drops and differences that result from the numerical so-
lution for the just-specified geometry of the system are listed in
Table 1. As can be seen from the table, the per channel pressure
drops increase substantially from the first to the last channel. This
variation indicates a correspondingly large change in the per chan-
nel flowrates.

To proceed, the numerical solutions specified in step 2 are per-
formed. The solutions yield the valve-related pressure drops
Apyaive.n- These results are plotted as the downsloping curves in
Fig. 8. According to step 3, the values of A%p, that are listed in
Table 1 may be plotted as horizontal lines in Fig. 8. However, for
maximum efficiency, step 3 was skipped. To execute step 4, it is
necessary to select a constant factor C as a multiplier of the values
of the A’p, of Table 1. A conservative trial C=1.5 advanced the
method but fell short of the specified goal of per channel unifor-
mity of 10%. A bold leap to C'=5 was then made. The A%p,
values of Table 1 were multiplied by five and plotted as the hori-
zontal lines in Fig. 8.
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Fig. 8 Valve-related pressure drops (curves) and relative per

channel pressure drops (horizontal straight lines) for Case
Study 1
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Table 2 Summary of results for Case Studies 2, 3, and 4

Uniformity
Original Final
Case study Re hannel Cc (%) (%)
2 70 1.00 43 10
3 220 1.75 72 5
4 430 1.75 102 9

The intersections of the corresponding curve and horizontal line
for each n were noted and then used as the valve settings. For the
system geometry defined by Fig. 1 with these valve settings in
place, a numerical solution was obtained. The per channel flow-
rates were determined from the solution and the mean and stan-
dard deviation calculated. These results yielded a ratio of the stan-
dard deviation to the mean of 8%. This outcome was deemed
satisfactory relative to a preselected criterion of 10%. Since the
ratio of the standard deviation to the mean for the original un-
valved system was 75%, the final valved system represents a ma-
jor improvement.

The method was used for other cases, the results of which are
summarized in Table 2. The table strongly confirms the viability
of the design method, especially in Case Study 3 where the origi-
nal uniformity metric is 102%. The only geometrical difference
between Case Studies 2, 3, and 4 and Case Study 1 is that for the
former h=2.1L, whereas for the latter it equaled 4.2L. For the
cases studied, a satisfactory uniformity within the specified target
of 10% was achieved with no more than three iterations.

It is relevant to provide guidance for the choice of the constant
factor C. A lower bound for C can be determined by noting the
condition under which the horizontal lines, whose level depends
on the value of C, do not intersect all of the curves. A guide for
the upper bound is related to the allowable pressure drop for the
system. It is clear from Fig. 5 that the larger the selected value of
C, the smaller the valve openings, and the higher the overall pres-
sure drop. The specification of the maximum overall pressure drop
therefore provides the upper bound.

7 Illustrative Flow Patterns

Insights into the patterns of fluid flow in the system being stud-
ied may be obtained via observation of vector diagrams extracted
from the numerical solutions. Figure 9 displays the flow pattern in
the neighborhood of a valve situated at the downstream end of a
flow channel. The valve is about 29% open. As seen in the figure,
the flow turns sharply in the neighborhood of the valve inlet and
converges in order to pass through the opening. The flow emerges
from the valve opening as a jet that discharges into the collection
manifold. The upward momentum of the jet carries it across the
collection manifold. The inability of the exiting jet to follow the
contour of the wall of the collection manifold gives rise to a
recirculating flow adjacent to the wall of the manifold. Clearly, the
flow in the collection manifold is highly complex due to these
processes.

Next, attention may be turned to the flow pattern in the neigh-
borhood of the inlet of a typical flow channel. A vector diagram
displaying that flow pattern is presented in Fig. 10. The main
feature in evidence in this figure is the recirculation zone situated
adjacent to the left-hand wall of the channel near the inlet. This
recirculation zone is caused by the flow’s inability to turn sharply
from its horizontal path in the distribution manifold to its vertical
upward path in the channel. As a consequence, the flow entering
the channel hugs the right-hand wall of the channel while, at the
same time, there is a downflow hugging the left-hand wall.

The flow separation and consequent recirculation illustrated in
Figs. 9 and 10 are major contributors to the pressure drop of the
system.
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8 Concluding Remarks

The goal of this investigation has been to develop, implement,
and illustrate a method for designing manifold systems so that the
flow in the channels linking a distribution manifold to a collection
manifold is the same in each channel. In general, without using
remedial measures, there will be a substantial variation in the
flowrates carried by the respective channels.

The approach used here is based on the tailoring of the flow
resistance in the individual channels so as to create the same end-
to-end pressure drop in each. The tailoring is performed system-
atically in a stepwise manner that is described in detail in Sec. 3.1
of the paper. As implemented here, the method is consummated by
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Fig. 10 Pattern of fluid flow in the neighborhood of the inlet of
a channel
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the use of numerical solutions for the manifold system in ques-
tion. Alternatively, an experimental approach can be used, but the
numerical-based procedure is believed to be much more cost ef-
fective and less time-consuming.

The systematic nature of the method attempts to supersede
intuition-based approaches that rely on the experience of the de-
signer. The fact that the new method is semi-automatic facilitates
its use.

The method was used here to obtain uniformity in the per chan-
nel flowrates for four case studies. One of these case studies was
described in detail in order to illustrate all the essential steps. For
example, in one of the case studies, an original flow imbalance, as
quantified by the ratio of the standard deviation to the mean of the
per channel flowrates of 102%, was reduced to an acceptable
value of 9% in one cycle of the procedure.

[lustrative flow patterns are conveyed showing that flow sepa-
ration and recirculation are common features in manifold systems.
These processes occur because the fluid is unable to pass
smoothly from the distribution manifold to the interconnecting
channels and from the interconnecting channels to the collection
manifold.
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Venturi

Flow Across a Complex Geometry

A commercial computational fluid dynamics (CFD) package was used to develop a three-

dimensional, fully turbulent model of the compressible flow across a complex-geometry
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venturi, such as those typically found in small engine carburetors. The results of the CFD
simulations were used to understand the effect of the different obstacles in the flow on the
overall discharge coefficient and the static pressure at the tip of the fuel tube. It was
found that the obstacles located at the converging nozzle of the venturi do not cause
significant pressure losses, while those obstacles that create wakes in the flow, such as the
fuel tube and throttle plate, are responsible for most of the pressure losses. This result
indicated that an overall discharge coefficient can be used to correct the mass flow rate,

while a localized correction factor can be determined from three-dimensional CFD simu-
lations in order to estimate the static pressure at locations of interest within complex
venturis. [DOIL: 10.1115/1.2754321]

1 Introduction

At the time of publication, over 35 million small engines are
sold every year in the United States and their emissions comprise
a significant percentage of total pollutants in the U.S. and world-
wide. As demonstrated by the automotive industry, significant re-
ductions in emissions are technologically possible, particularly
with the use of electronic fuel injection. However, due primarily
to cost constraints, small engine manufacturers rely on small, in-
expensive carburetors to generate the fuel mixture for their en-
gines. Thus, a better understanding of carburetor performance and
modeling could lead to better fuel mixture control and lower emis-
sions from small engines.

The equations used to represent the flow across a carburetor
venturi are typically based on isentropic compressible flow rela-
tions. The deviation from this ideal flow is corrected with a dis-
charge coefficient. This discharge coefficient is influenced by
many factors, including geometry, mass flow rate, and fluid prop-
erties [1]. A real carburetor venturi has details in its geometry that
create disturbances in the flow and may cause pressure losses that
cause deviations from an ideal isentropic flow. Examples of these
carburetor parts are the choke plate, throttle plate, fuel tube, side
passages to secondary systems, and, sometimes, an additional
concentric fuel tube in the venturi throat. Some details of typical
carburetors used in small engines are shown in Fig. 1. The pres-
sure losses created by these elements reduce the mass flow rate
that could be driven through the venturi for a given pressure dif-
ference between the inlet of the venturi and the intake manifold.

In the present study, the inlet obstacles, fuel tube, and throttle
plate were modeled with FLUENT [2] in order to gain a better
understanding of the flow in complex venturis. The results of this
study can be used to aid in the design of devices employing ven-
turis, such as jet pumps, ejectors, venturi scrubbers, and industrial
mixers.

2 Background on Prediction of Airflow in Carburetor
Venturis

2.1 Zero- and One-Dimensional Studies. The simplest
model of airflow in a carburetor venturi is based on the equations
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for compressible flow of an ideal gas through a converging isen-
tropic nozzle. The air mass flow rate m1, is given by

. N . 5\
m,= Cd,tAtVzpu()(Pv,() - Pv,t)q) (1)

. ([y/(y— DIP, o/ Po)* = (Pv,()/Pu,,)W')”])”Z @
1- Pv,()/Pv,t

where Cp, is the discharge coefficient based on the throat area A,
Pqo is the air density at total inlet conditions, P,  is the isentropic
stagnation pressure at the inlet of the venturi, and P, , is the static
pressure at the venturi throat [1]. ® accounts for the compressibil-
ity effects, where 7 is the ratio of specific heats. These expressions
can be used for real gases by using the compressibility factor Z in
the denominator of Eq. (1), as used by Cornelius and Srinivas [3].

Equations (1) and (2) may be regarded as a steady-state one-
dimensional model of compressible flow across a variable area
duct. For a given flow rate, they can be used to predict the static
pressure as a function of the local duct area, assuming that all the
properties of the flow are uniform across the cross-sectional area.
As it will be shown later, this may not be true for the flow in the
carburetor throat due to acceleration, as well as the presence of
different obstacles, such as the fuel tube.

Aside from the intake valves, the throttle plate is the largest
restriction that the air encounters in its way through the engine
intake system. Harrington and Bolt [4] applied Egs. (1) and (2) to
the throttle plate and calculated the discharge coefficient based on
the open cross-sectional area for the actual throttle plate angle.
Based on the analysis of the different elements in the throttle plate
(shaft and plate), Harrington and Bolt [4] derived an expression
for the projected cross-sectional area available for the air to flow
through

4A cos 2
—’Z:(l— (QZ’))_'__[ a (cos? - a® cos? y)'"?
wD cos i | cos ¥
cos acos
- d sin‘l( %) —a(1-a)" +sin"" a| (3)
cos iy cos i

where a=d/D, d is the throttle shaft diameter, D is the throttle
bore diameter, ¢ is the throttle plate angle, and ¢ is the minimum
angle when the throttle is closed. An example of this function is
shown in Fig. 2. A minimum area is available due to small leaks
and reaches a maximum due to the blockage created by the
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Fig. 1

Details of carburetor parts inside the venturi

throttle plate shaft.

Although the steady flow assumption may seem too restrictive
for the application of this analysis in small utility engines, it was
used by Harrington and Bolt [4] to predict the airflow through the
intake system of an eight-cylinder engine. In this case, the airflow
was nearly constant; thus, the steady flow assumption was valid.
From these results [4], it is possible to deduce the following:

* For a given throttle plate angle, the mass flow rate increases
for a decreasing manifold pressure. The flow behaves lin-
early when the pressure difference is small (high manifold
pressure), but the lines curve at higher pressure difference
indicating the compressibility effects.

* The flow chokes when the intake manifold is lowered to
around the critical pressure P/Py=0.528.

* At large throttle angles, the flow does not reach choked
conditions, even at the highest engine speeds.

* For small throttle plate angles, the flow will be choked most
of the time.

As indicated in Eq. (1), the actual mass flow rate is corrected
with a discharge coefficient, which must be determined experi-
mentally. Pursifull et al. [5] found that the discharge coefficient is
a strong function of throttle plate angle and a weak function of
intake manifold pressure. The discharge coefficient varies at small
pressure differences but reaches an almost constant value for
lower intake manifold pressures. This result is widely used in
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Fig. 2 Projected open area for airflow across throttle plate:
closed=0 deg, open=90 deg
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engine testing and simulation: the discharge coefficient is deter-
mined experimentally on a steady flow bench at a given pressure
difference; the results are then used for all other pressure
differences.

The natural extension to the theoretical model of airflow rate in
the intake system is to use a quasi-steady-state approximation.
With this assumption, the compressible nozzle model may be ap-
plied to the pulsating flow in a single- or two-cylinder engine.
Woods and Goh [6] studied the compressible flow across a throttle
plate under steady and unsteady conditions. They measured the
airflow in the intake system of a single-cylinder engine and found
that the prediction of the flow by using a quasi-steady-state as-
sumption for the discharge coefficients produced good results for
the engine operating at 530 rpm and 1000 rpm.

However, only the simultaneous solution of instantaneous mass,
momentum, and energy equations for compressible flows can cap-
ture the dynamic effects of the flow inside of intake manifolds [7].
The solution of the instantaneous one-dimensional flow equations
has been generally performed with two methods: the method of
characteristics (e.g., [8,9]) and the finite difference method (e.g.,
[10]). Both these methods can predict the pressure and velocity
fields for motored engines with good agreement with experiments.
The solution to the one-dimensional flow equations has been
implemented in several commercial packages, such as GT-Power
[11], Ricardo-Wave [12], and AVL-Boost [13]. These packages
are based on the assumptions of one-dimensional flow, ideal gas
behavior, quasi-steady boundary conditions, no interaction be-
tween air and fuel, and that heat transfer, friction, and discharge
coefficients are valid for both steady and unsteady flow [1].

2.2 CFD Studies. Although the one-dimensional methods ad-
dress many important questions in relation to the transient gas
dynamics, they do not provide detailed information about the flow
field in specific parts of the system [14]. This kind of information
may be obtained by using computational fluid dynamics (CFD).
However, the use of CFD for the analysis of the flow across the
complex geometries in the carburetor venturi has been very
limited.

Tekriwal [15] performed a CFD analysis of venturis used as
flow measurement devices. FLUENT was used to model the flow
with an axisymmetric geometry; two turbulence models were
compared in the simulations: Renormalized Group (RNG) k-€
model and Reynolds stress model (RSM). It was found that

e Both models predicted the pressure drop at the venturi throat
with very good agreement with experimental results, but the
overall pressure drop (from the inlet to the end of the dif-
fuser) was better predicted by the RSM model. It was ar-
gued that this difference was caused by the assumption used
in the k-e model of isotropic turbulence in all of the Rey-
nolds stresses. The use of the RSM model provided a better
accuracy at the cost of more computations.

e Inlet turbulence intensity up to 10% had no effect on the
pressure change through the venturi.

e The effect of air viscosity on the pressure drop is negligible
for the conditions tested.

Examples of other studies that have used CFD for the charac-
terization of airflow across venturi nozzles without obstacles and
under subsonic conditions are those performed by Guessous [16]
and Sera et al. [17]. CFD has also been used for choked condi-
tions, such as the study by von Lavante et al. [18].

Sanatian and Moss [ 14] used a standard k-€ turbulence model to
study the steady three-dimensional flow across a throttle valve in
the intake system of a two-cylinder engine. The studies were con-
ducted for two throttle-plate angles (30 deg and 50 deg). The re-
sults were given in terms of the mean velocity and turbulence
intensity profiles along the intake pipe that houses the throttle
valve. Comparisons to visualization experiments of stream lines
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and limited hot-wire anemometer measurements showed that the
simulations could give an good indication of the flow fields in this
geometry.

A more complete three-dimensional analysis of the flow across
a throttle valve was performed by Alsemgeest et al. [19]. They
used a standard k-e model to study the unsteady compressible
flow across a throttle valve under constant boundary conditions.
They found that the obstruction created by the throttle plate pro-
duced vortex shedding behind it at a frequency of 200—600 Hz.

The only known work that has used CFD for the characteriza-
tion of the flow across the carburetor was done by Wu et al. [20].
However, the carburetor was represented as a two-dimensional
channel, where the fuel tube was a large obstacle in the flow field.
The only results shown in this work were the static pressure drop
along the axis of the carburetor.

3 Three-Dimensional CFD Study

3.1 General Characteristics of the Numerical Model. A
three-dimensional model of a carburetor venturi was generated in
GAMBIT and used in FLUENT to study the effect of different venturi
parts on the flow field. The geometry was discretized with an
unstructured tetrahedral mesh, with a refined mesh near the ven-
turi throat. The RNG k-€ turbulence model was used, with stan-
dard wall functions for near-wall treatment. The discretization
scheme used was second order in space. The pressure-velocity
coupling was performed with the SIMPLE algorithm.

The convergence criteria were set to a maximum residual equal
to 1 X 107 for the energy equation and to 1X 10~* for the other
equations. The convergence of the solution with respect to mesh
size was assessed by running the simulations with three meshes of
different size. The result for an infinitely small mesh was approxi-
mated using the Richardson extrapolation [21,22]. Figure 3 shows
the effect of mesh size on the mass flow rate, at a representative
flow condition in the venturi without obstacles. According to Fig.
3, the intermediate mesh size was selected for the following simu-
lations because it ensured a mesh independent solution.

The inlet boundary condition was defined with the isentropic
stagnation pressure and temperature, and the outlet boundary con-
dition was defined with the outlet static pressure. An ideal gas
model was used in order to take into account the compressibility
of the airflow.

3.2 Comparison to Experimental Results. Carburetor ven-
turis are typically tested on steady-state flow benches, and the
experimental discharge coefficient is found as a function of the
throttle plate angle. On the steady-state flow bench, the inlet of the
carburetor is open to the laboratory conditions and the outlet is
connected to a low-pressure plenum, created by the low-pressure
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Fig. 4 Comparison of discharge coefficient for a Briggs &
Stratton carburetor as function of throttle plate angle

side of a blower. Once the throttle plate is set to a known position,
the pressure in the outlet plenum is adjusted until a recommended
static vacuum pressure is achieved. The volumetric airflow rate at
these conditions is recorded. Figure 4 shows the measured dis-
charge coefficient of a Briggs & Stratton carburetor as function of
throttle plate angle.

In order to validate the simulations with experimental data, a
Briggs & Stratton carburetor venturi was modeled in FLUENT. The
carburetor venturi had an inlet diameter of 25 mm, a throat diam-
eter of 12 mm and exit diameter of 20 mm. This venturi had inlet
obstacles, a fuel tube, and a throttle plate. The inlet boundary
conditions in FLUENT were set to the laboratory conditions (7Y
=293 K and Py=1 atm) and the outlet boundary condition to the
outlet pressure in the low-pressure plenum in the flow bench
(Poui=94.5 KPa, or a static pressure difference of —28 in H,0).
Four throttle plate angles were simulated: 90 deg (wide open
throttle), 75 deg, 60 deg, and 45 deg. Figure 4 compares the dis-
charge coefficient calculated from the simulations to the experi-
mental results. It was found that the FLUENT-calculated discharge
coefficient was within 10% of the experimental value and closely
followed the trends of the experimental results. The smaller values
of Cp predicted by FLUENT indicated that the numerical model
overpredicted the pressure losses.

The good agreement with experimental results over the range of
throttle plate angle indicates that the characteristics of the simu-
lations are appropriate to capture the flow conditions in the car-
buretor venturi with all of the inner parts. This was an encourag-
ing result, as the range of throttle plate angles created complex
details in the geometry, such as small passages when it is in a
more closed position.

The CFD results were used for assessing the details of the flow,
the values of the discharge coefficients, and localized values of the
flow variables; specifically, the static pressure at the tip of the fuel
tube. The following sections present a systematic study of the
effect of different carburetor parts. First, the Briggs & Stratton
carburetor venturi was modeled without obstacles. Second, the
inlet obstacles were added, and then the fuel tube was added to the
geometry. Finally, the effect of throttle plate angle was studied.

3.3 Venturi Without Obstacles. Figures 5(a) and 5(b) show
the static pressure and Mach number for the compressible airflow
across the carburetor venturi without obstacles in the flow. Figure
5 shows that the static pressure is almost uniform in the radial
direction, with an exception occurring at the venturi throat, where
the static pressure changes next to the wall. The velocity increases
at the converging nozzle and then separates from the wall at the
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Fig. 5 Steady airflow across carburetor venturi without obstacles: (a) static pressure (in Pascal), (b) Mach number, (c)
turbulent kinetic energy (in meters squared per seconds squared), and (d) gage total pressure (in Pascal)

diffuser in the region of adverse pressure gradient. The velocity
field then resembles a free jet entering a constant pressure reser-
voir, although in this case the jet interacts with the surrounding
wall.

The turbulent kinetic energy is shown in Fig. 5(c). It shows that
the regions of high turbulence are those next to the walls of the
diffuser and that they extend downstream of the carburetor ven-
turi. This result is similar to the turbulence intensity in a free jet,
where the highest turbulence region occurs in the region of veloc-
ity transition from the high-velocity zone to the quiescent air [23].
The final effect is the reduction of isentropic stagnation pressure
at the outlet of the venturi, shown in Fig. 5(d). This result indi-
cates that, in a venturi without inlet obstacles, the converging
nozzle does not cause noticeable losses; it is the separation at the
diffuser and the turbulence at the free shear zone of the jet that
causes the pressure losses.

3.4 Effect of Inlet Obstacles. It was found that the presence
of the inlet obstacles did not create a noticeable effect on the flow
field, as shown in Fig. 6. As these obstacles are located in the
converging zone of the venturi, the favorable pressure gradient
keeps the velocity profile attached to the walls. The inlet obstacles
affect the convergent flow but do not cause any wake or free shear
region. In the same manner as in the venturi without obstacles, the
high turbulence zones and pressure losses are located in the sepa-
ration regions of the diffuser at the free shear region downstream
of the venturi throat.

3.5 Effect of Fuel Tube. The presence of the fuel tube re-
sulted in a strong change in the flow field in the carburetor ven-
turi. Figure 7 shows the effect of a fuel tube with length equal to
3 mm and diameter equal to 3 mm. The length was equivalent to
1/4 of the throat diameter. The presence of the fuel tube produced
a reduced cross-sectional throat area and a large wake zone behind
it. This wake completely changes the nature of the pressure losses
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and effective area for the flow downstream of the venturi throat.

The static pressure shows a similar behavior to the previous
cases: uniform pressure in the cross section everywhere but in the
venturi throat. At this location, there is a different static pressure
in the radial direction. In addition, the sharp leading edge of the
fuel tube creates a separation region, which results in a lower
pressure at the tip of the fuel tube. Downstream of the fuel tube,
the static pressure is almost uniform in the radial and axial
directions.

The velocity field shows the wake region created by the fuel
tube. The final effect of the fuel tube on the airflow is to reduce
the effective area used by the flow behind the venturi. The size of
the wake region is increased with the length of the fuel tube. The
wake region increased when the fuel tube was modeled with a
length equal to 1/2 of the throat diameter. This wake zone may be
responsible for fuel puddling after the carburetor: once a fuel
droplet is captured in this region, there is no momentum to drive
it downstream of the carburetor.

The turbulent kinetic energy field indicates that the nature of
the pressure losses are quite different when the fuel tube is present
in the carburetor. The wake zone has the region of highest turbu-
lence intensity; the turbulence intensity next to the walls of the
diffuser is almost negligible in comparison. The effect of turbu-
lence is seen in the total pressure: the wake zone is also the region
where the isentropic stagnation pressure is reduced most
significantly.

Because the analysis was performed with the same pressure
difference for all of the venturi geometries, the effect of the fuel
tube is a reduced mass flow rate of air. If the analysis were per-
formed at constant mass flow rate, the mass conservation in the
reduced area would have produced a higher velocity and lower
static pressure.

These images allow for a better understanding of the complex
interaction between the fuel tube and the airflow: in current car-
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Fig. 6 Steady airflow across carburetor venturi with inlet obstacles: (a) static pressure (in Pascal), (b) Mach number, (c)
turbulent kinetic energy (in meters squared per seconds squared), and (d) Gage total pressure (in Pascal)
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Fig. 7 Steady airflow across carburetor venturi with inlet obstacles and fuel tube: (a) static pressure (in Pascal), (b) Mach
number, (c) turbulent kinetic energy (in meters squared per seconds squared), and (d) gage total pressure (in Pascal)
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Fig. 8 Steady airflow across carburetor venturi with fuel tube, inlet obstacles, and throttle plate at 90 deg: (a) static pressure
(in Pascal), (b) Mach number, (c) turbulent kinetic energy (in meters squared per seconds squared), and (d) gage total

pressure (in Pascal)

buretor designs, a fuel tube extending into the venturi throat, be-
yond the throat wall, is necessary. It brings the fuel flow near the
centerline of the venturi, which is intended to help generate an
even distribution of the fuel droplets in the flow field. A fuel tube
that does not extend beyond the wall would not prevent the fuel
flow from staying next to the wall. But the fuel tube itself also
completely disturbs the airflow, increasing the pressure losses and,
therefore, decreasing the mass flow rate at a given pressure drop.

3.6 Effect of Throttle Plate at Wide Open Angle. Besides
the intake valves, the throttle plate is the largest restriction to the
airflow in the intake manifold. The carburetor venturi was next
simulated with the inlet obstacles, fuel tube, and throttle plate. The
throttle plate was modeled as close as possible to the physical
model: it was composed of the axis rod, plate, and screw.

Figure 8 shows that, even when it is aligned with the flow, the
presence of the throttle plate causes a large effect on the flow
field, increasing the wake zone and producing asymmetric fea-
tures in the flow.

The static pressure field does not change significantly from the
previous cases; additional stagnation points are created by the
leading edge of the throttle plate, shaft, and screw. However, the
velocity field is greatly influenced by the throttle plate: the high-
speed stream created by the fuel tube now encounters a large
obstacle just downstream. The wakes created by the fuel tube and
the throttle plate interact between them, producing a vortex shed-
ding seen in both planes of Fig. 8.

The flow field shows that, even at wide-open conditions, the
screw creates an asymmetry in the flow. The highest velocity on
the right side of the throttle plate (seen on the top view) shows
that this side of the flow would experience a higher airflow and, it
may be inferred, more fuel droplets.

The turbulent kinetic energy indicates that the throttle plate,
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shaft, and screw are responsible for the largest turbulence regions
in the flow. This turbulence results in a reduced isentropic stagna-
tion pressure.

3.7 Effect of Throttle Plate at Different Angles. The effect
of throttle plate angle on the flow field in the carburetor venturi is
a strong function of the angle at which it operates. As the throttle
plate closes, the mass flow rate is reduced for the given pressure
difference across the entire carburetor. Figures 9 and 10 show the
throttle plate at 75 deg and 60 deg, respectively. In these two
cases, there are increased pressure losses and increased asymme-
try in the flow. A conclusion from this asymmetry would be an
increased tendency for droplets to impact the throttle plate and
one side of the intake manifold.

When the throttle plate angle is further closed to 45 deg, the
flow is different from the previous cases (Fig. 11). The mass flow
rate has decreased significantly, and the flow fields resembled
those in an orifice: the static pressure is uniform everywhere up-
stream of the throttle plate (even at the venturi throat), it decreases
suddenly next to the reduced area created by the plate, and then is
uniform downstream of the plate. The velocity field shows the
same characteristics of an orifice: small magnitude everywhere
but in the region next to the reduced area opening.

This is a case where it is very likely that the main fuel system
of the carburetor is not active; the airflow does not create a pres-
sure at the venturi throat that is low enough as to drive fuel flow
from the fuel tube. Under these conditions, the idle system could
be activated. An interesting feature of these plots is that the asym-
metry of the flow would make it different if the idle ports are
located in one side of the carburetor or the other. This asymmetry
could also be a large player in the uneven fuel distribution in the
intake manifold.
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Fig. 9 Steady airflow across carburetor venturi with fuel tube, inlet obstacles, and throttle plate at 75 deg: (a) static pressure
(in Pascal), (b) Mach number, (c) turbulent kinetic energy (in meters squared per seconds squared), and (d) gage total
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Fig. 10 Steady airflow across carburetor venturi with fuel tube, inlet obstacles, and throttle plate at 60 deg: (a) static pressure
(in Pascal), (b) Mach number, (c) turbulent kinetic energy (d) gage total pressure (in Pascal)
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Fig. 11 Steady airflow across carburetor venturi with fuel tube, inlet obstacles, and throttle plate at 45 deg: (a) static pressure
(in Pascal), (b) Mach number, (c¢) turbulent kinetic energy (d) gage total pressure (in Pascal)

4 Discussion

4.1 Calculation of the Overall Discharge Coefficient. In ad-
dition to the qualitative analysis of the flow fields in the different
carburetor venturi configurations, a quantitative comparison was
performed by calculating the discharge coefficient from Egs. (1)
and (2). These equations may be regarded as a one-dimensional
model of the steady-state compressible flow across a variable-area
duct. In an ideal isentropic flow, for a given mass flow rate and
inlet conditions, T, and P, the information about the local area A
is enough to solve for the local static pressure. This is the classical
behavior of an isentropic converging-diverging nozzle, shown in
Fig. 12(a) as dotted lines; the total pressure remains constant and
the static pressure depends on the local velocity. As the venturi
studied has an outlet of different diameter than the inlet, the static
pressures are different. The real flow in this venturi is shown as
solid lines: friction losses reduce the total pressure as well as the
static pressure.

When the different obstacles are considered in the flow, the
one-dimensional model may seem too simplistic for all the infor-
mation seen with the CFD analysis. Figure 12(b) shows a one-

(a)

Fig. 12 One-dimensional model of carburetor venturi: (a) clear
venturi and (b) carburetor venturi
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dimensional representation of the total and static pressure behav-
ior in the carburetor venturi with inlet obstacles, fuel tube, and
throttle plate. The total pressure shows a larger decrease after the
fuel tube and throttle plate, and it shows a segregation of the flow,
i.e., there are regions of different values of total pressure. Finally,
the flow reconverges to a one-dimensional model. The same
trends are seen in the static pressure. Table 1 shows a summary of
the different geometries used in this study and presents the FLU-
ENT results in terms of mass flow rate m, the overall discharge
coefficient Cp, and the localized discharge coefficient calculated
at the fuel tube Cp .

The results of the overall discharge coefficient as a function of

Table 1 Effect of carburetor parts on the discharge coefficient
Fuel tube Throttle plate m
Case (mm) Inlet obstacle (deg) (kg/s)  Cp  Cpp
1 - - - 0.0222 0.630 1.14
2 3 (1/4D o) - - 0.0177 0.503 1.03
3 6 (1/2Dgew) - - 0.0169 0.481 1.02
4 - v - 0.0217 0.617 1.08
5 3 (1/4D gyoq) v/ - 0.0177 0.503 1.05
6 6 (1/2Dpon) v - 0.0164 0.468 1.03
7 - - /(90) 00200 0.569 1.09
8 3 (1/4Dyyon) - v (90) 0.0179 0.509 0.99
9 6 (1/2D 1000 - v (90) 0.0167 0.474 1.06
10 - v /(90)  0.0192 0547 1.09
13 (1/4Dyg,) v /(90) 0.0178 0.505 1.00
126 (1/2Dyyyn) v /(90) 00166 0473 1.00
13 3 (1/4Dye,) v /(75 0.0163 0.463 0.98
14 3 (1/4D 00 v v (60) 0.0119 0.339 0.97
15 6 (1/2Dyyen) v/ /(45) 0.0066 0.189 0.96
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Fig. 13 Effect of carburetor parts on the discharge coefficient
of the carburetor venturi

fuel tube length are plotted in Fig. 13. The results of those cases in
which the inlet obstacles are present, but there is no fuel tube (fuel
tube length equal to zero) show that the inlet obstacles reduce the
discharge coefficient a small amount. The throttle plate, when it is
wide open, is responsible for a larger decrease in the discharge
coefficient. The largest effect on the discharge coefficient is cre-
ated by the fuel tube. In addition, when the fuel tube is 3 mm
long, the discharge coefficient is the same for all of the different
geometries. Furthermore, when the length of the fuel tube length
is doubled, the discharge coefficient is further reduced and gives
the same value among the different geometries.

This quantitative assessment of the discharge coefficient is in
agreement with the qualitative description of the flow inside the
carburetor venturi. The pressure losses in the venturi without ob-
stacles are due to the free shear generated at the jet leaving the
venturi throat. The presence of the intake obstacles create a very
small effect on the discharge coefficient because they affect the
flow in the region of favorable pressure gradient. The fuel tube
and throttle plate are the most important elements affecting the
flow: the wake created by these elements is responsible for the
generated turbulence and the corresponding pressure losses.

4.2 Calculation of a Localized Discharge Coefficient. In ad-
dition to getting the information about the overall discharge coef-
ficient to correct the mass flow rate across the carburetor venturi
given a pressure drop, it is possible to calculate a local discharge
coefficient that may be used to get the static pressure at a particu-
lar location in the carburetor venturi. For example, it is of great
interest to use the information from the CFD simulations to set the
appropriate boundary condition at the tip of the fuel tube in a fuel
flow network. The discharge coefficient at the tip of the fuel tube
Cp s was calculated using the average static pressure at the tip of
the fuel tube and the mass flow rate. This discharge coefficient
was calculated based on the actual cross-sectional area at the ven-
turi throat A,,. The last column in Table 1 shows the results for all
of the different geometries studied. It can be seen that Cp = 1.
This result indicates that the assumption of isentropic flow is valid
for the converging side of the carburetor venturi.

Figure 14 shows the overall discharge coefficient for the differ-
ent geometries that had a fuel tube 3 mm long. It shows the strong
relationship between the overall discharge coefficient and the
throttle plate angle. However, the discharge coefficient calculated
for correcting the static pressure at the tip of the fuel tube remains
almost constant and equal to 1, even in these cases. Therefore, the
information required to model the actual static pressure in the tip
of the fuel tube is only the actual cross-sectional area at the ven-
turi throat. Once the mass flow rate is corrected using the overall
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Cp, Egs. (1) and (2) can be used with the actual throat area and
Cp =1 to calculate the static pressure on top of the fuel tube.

5 Conclusions

The key findings of this study can be summarized as follows:

e Obstacles located in the converging zone of the venturi do
not create a noticeable effect on the flow field because the
favorable pressure gradient prevents separation and wall
shear stress does not significantly determine the flow in the
nozzle.

e The pressure loss in a venturi without objects in the throat or
expansion zone is due primarily to the separation of flow
from the wall during the expansion. The dissipation of flow
energy in the free shear zone of the resulting turbulent jet
causes the reduction in total pressure.

e Obstacles in the throat and diffuser, such as the fuel tube and
throttle plate, create wakes and are responsible for most of
the pressure losses in a venturi with complex geometries.

* Significantly, once the mass flow rate is corrected using an
overall discharge coefficient, the knowledge of the actual
cross-sectional area at the venturi throat is enough to calcu-
late the static pressure at the tip of the fuel tube.

The results of these simulations indicate that CFD simulations
can be used to understand the nature of the flow field in venturis
of complex geometry and to find quantitative information that can
be used as boundary conditions for additional systems coupled to
the venturi. Future work should focus on the analysis of the static
pressure at different inlet obstacles, as well as next to the throttle
plate, in order to improve on the design of flow systems incorpo-
rating complex venturis.
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Nomenclature
A = cross sectional area (m?)
Cp = discharge coefficient
D diameter (m)
friction factor
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g = gravitational constant (m/s?)
h = height (m)
k = parameter for sensitivity analysis
k,, = pressure loss coefficient
L = pipe length (m)
m = mass flow rate (kg/s)
P = pressure (N/m?)
v = average velocity (m/s)
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An Experimental Investigation
of the Separation Points

L. Labraga
G. Kahissim
L. Keirshulck

on a Circular Rotating Cylinder
in Cross Flow

The flow past a rotating cylinder placed within a uniform stream is investigated at

F. Beauhert

Reynolds numbers ranging from 8500 to 17,000 to 34,000. The dimensionless rotation

rate « (ratio of the cylinder peripheral speed to the free-stream velocity) varies from 0 to
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7. The experimental investigation is based on laser-Doppler anemometry measurements
and particle-image velocimetry (PIV) within a water channel. The analysis of the experi-
mental results mainly concerns the location of the separation points as defined by various
criteria. It is found that the criterion suggested by Moore, Rott and Sears (MRS) is met in

the case of the downstream-moving walls. Moreover, this study shows that sufficient
information was obtained to confirm that the MRS criterion is still valid even in the case
of the upstream-moving walls. This is confirmed by the behavior of the vertical velocity
component educed from the averaged two-dimensional flow field obtained by PIV
measurements. [DOI: 10.1115/1.2746894]

Introduction

In addition to its academic interest, the flow around a rotating
cylinder also has applications in flow control. Tokumaru and
Dimotakis [1] showed that the addition of forced rotary oscilla-
tions to the steady rotation of the cylinder not only helped in-
crease the lift coefficient but also produced significant reduction
in drag on the cylinder. The rotation of the cylinder, spinning at a
constant rate in a viscous uniform flow, is expected to modify the
flow field and vortex shedding, with significant consequences as
regards the wake modification, the flow-induced vibration, and the
lift force. Modi et al. [2] showed that a rotating cylinder placed at
appropriate locations in the flow may be used to control flow past
airfoils, resulting in a significant increase in the lift. One of the
characteristic features of such flows is the separation phenom-
enon. It should be mentioned that separation is defined here as the
phenomenon of large-scale breaking away of fluid from the wall,
which marks the boundary-layer approximation breakdown and
the wake initiation. The location of actual separation has a drastic
effect on control forces generated by aerodynamic surfaces, loads
carried by aerodynamic structures, and control phenomena such as
stall flutter of an airfoil or the rotating stall of current flow com-
pressors.

It has long been recognized that the standard criterion for flow
separation du,/dr=0 at the wall is inadequate for cases other than
steady flows over fixed walls (where u, is a tangential velocity
and (r, ) are the polar coordinates taken with the origin at the
center of the cylinder, see Fig. 1). For the case of steady flows
over moving walls, Moore [3], Rott [4], and Sears [5] proposed a
more appropriate criterion: dug/dr=0 and u,=0. This criterion is
called the “MRS criterion,” according to those authors. The
present study was treated separately for the cases of the wall in
downstream and upstream motions. In the former case, it was
found that vanishing shear occurred at some distance and that
separation was characterized by a separated region embedded in
the flow. In this instance, separation would not occur at the wall
but at a finite height above the wall, and there would be a
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boundary-layer flow beneath the wake region. In the case of the
upstream-moving wall, it was hypothesized that a probable profile
at separation was one that flattened against the axis over a rela-
tively large height with a singularity at the foot, i.e., one in which
the velocity abruptly changed from zero near the wall to the wall
velocity at the wall. Ludwig [6], using hot-wire anemometers,
measured the velocity profiles of steady separation on a rotating
cylinder for various low «, where « is the ratio of the peripheral
velocity to free-stream velocity. He obtained velocity profiles cor-
responding to those expected by the MRS model. Ludwig [6]
found that the position of laminar separation on the downstream-
moving wall of the cylinder is linearly dependent on the velocity
ratio a.

Koromilas and Telionis [7] obtained streamlines around a rotat-
ing cylinder by flow visualization, quite similar near a separation
point to those suggested by the MRS model both for the case of
upstream- and downstream-moving walls. Tsahalis and Telionis
[8] and Telionis and Werle [9] numerically studied the problem of
steady separating flows over a downstream-moving wall. In these
references, it was shown that a separation singularity appears at
the MRS point instead of at the point of zero skin friction. Peller
[10] confirmed the location of the separation points on
downstream-moving walls by the MRS criterion by using laser-
Doppler velocimetry, and he showed that the position of the sepa-
ration point on the downstream-moving wall of the cylinder is
linearly dependent on the velocity ratio «, as predicted by Ludwig
[6]. Recently, Labraga et al. [11] showed that the displacement of
the separation points on the downstream-moving wall of the cyl-
inder is linearly dependent on «, for @«=<1.5, and that the Rey-
nolds number has but little influence on the location of the down-
stream separation point.

For the case of upstream-moving walls, the peripheral velocity
component is negative near the wall and positive in the upper part
of the boundary layer; therefore, special techniques are required in
order to obtain a numerical solution. Ludwig [6] noticed that for
an upstream-moving wall, the boundary layer starts to thicken
rapidly at a considerable distance upstream of the separation, lead-
ing to a difficult experimental separation point determination. The
numerical study of Chew et al. [12] demonstrates that both the
separation points move along the anticlockwise rotational direc-
tion with increasing « and that the separation point motion rate on
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the lower side of the cylinder is higher. Inoue [13] numerically
studied steady laminar boundary-layer flows over moving walls,
with special regard to the MRS criterion for flow separation. He
found that the MRS criterion is not met in the case of upstream-
moving walls. He maintained that the MRS criterion is not met in
the case of upstream-moving walls, although it is met in the case
of downstream-moving walls. Peller [10] found that the MRS cri-
terion for the flow behavior around the upstream-moving wall of
the cylinder could not be confirmed. He concluded that the esti-
mation of the separation point location could be achieved only by
a simultaneous observation of the velocity profiles, the rms values
of the fluctuating velocity, and, above all, the boundary-layer
thickness.

Tsahalis [14] numerically investigated the laminar boundary
layer and separation for a steady inviscid flow. He found that the
MRS separation criterion, in the case of a steady flow over an
upstream-moving wall, is valid and in agreement with Ludwig’s
[6] experimental results. The variation of the Strouhal number for
vortex shedding, with rotational rate, is another point of disagree-
ment among the various results found in literature. The results of
Chew et al. [12] and Diaz et al. [15] show that the Strouhal num-
ber increases with a. However, Hu et al. [16] and Kang et al. [17]
reported that the Strouhal number steadily decreases with «. The
vorticity field is closely linked to vortex shedding. Therefore,
some authors also investigated the changes in the surface vorticity
distribution at different cylinder spin rates. Kang et al. [17] found
that while vortex shedding exists, the vorticity contours away
from the cylinder surface are similar in overall shape, which in-
dicates that the rotational effect is confined to the flow in the
vicinity of the cylinder surface. They showed that for =1, the
negative isovorticity lines in front of the cylinder make up an
acute curved tail that grows around the cylinder in the rotational
direction with increasing a.

{»

Sketch of the cylinder in (a) the test section (b) and the coordi-

This paper shows that accurate experimental techniques capable
of locating both the upper and lower separation points and of
finding out the effects of the rotation of the cylinder on vortex
shedding are much needed. The present study contributes to a
better knowledge of the location of the separation points on the
upstream-moving wall. Indeed, results found by previous re-
searchers on this topic are still a matter of controversy. Moreover,
this paper sheds some light onto the underlying mechanism of
vortex shedding around a rotating cylinder at high Reynolds num-
bers and rotational rates. One of the aims of this study is to con-
firm the MRS criterion on the downstream-moving wall and to
estimate the location of the separation point on the upstream-
moving wall on a rotating cylinder placed in a uniform stream.
This was made possible by the local and high-resolution measure-
ments provided by the laser-Doppler anemometry (LDA) system
and by a fine analysis of the flow field measured with the particle-
image velocimetry (PIV) technique. The location of the separation
point was investigated by a combined inspection of the radial and
the tangential velocity profiles. This study examines the influence
both of the rotational rate and of the Reynolds number on the flow
field.

Experimental Apparatus and Procedure

Measurements were performed in a 300 X 300 mm? water chan-
nel. The free-stream turbulence intensity was less than 2%. The
30 mm diameter rotatable cylinder is mounted horizontally in the
center of the test section and spans over its overall height. The
cylinder was supported by bearings attached to the channel walls,
with one end of the cylinder protruding through the tunnel wall
and connected to a dc motor via a belt so that it could be rotated
gradually up to 1200 rpm. A schematic view of the cylinder in the
test section and the coordinate system are shown in Fig. 1.
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Fig. 2 Power spectra of the tangential velocity fluctuations for different

o

1204 / Vol. 129, SEPTEMBER 2007

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



—&— Re=8500 —O— Diazeisl[15]

—7— Re=17000 —&— Hyung efal[23]
—0— Re=34000 —C— Chew efsl[12]

0.32

0186
012 L 1 L 1 L 1 L
0.0 0.2 0.4 0.6 0.8 10 12 14 18
o

Fig. 3 Variation of the Strouhal number with «

The adjustable cylinder rotational speed was controlled using a
stroboscope to within 1%. The free-stream velocities must be cor-
rected for blockage effects. The velocities are corrected using a
correction factor for blockage (C,) according to the formula U,
=UyC,,. The correction factor for blockage is estimated from the
experimental study of Oosthuizen and Madan et al. [18], who used
the following formula U./Uy=[1+1.18(D/B)*]?, where D is the
cylinder diameter and B the tunnel width. In the present study, the
correction factor for blockage C,, is estimated around 3.58%. The

13
Re = 340000 =110°

'R

13 ¢
Re = 34000 6 = 140°

R

good agreement with results obtained from experiments con-
ducted under different conditions (Morgan [19]) indicates that the
blockage ratio (D/B=0.1) used in our test only minimally affects
the boundary-layer development around the cylinder. Three-
dimensional (3D) effects were not observed around the cylinder
principally due to the low Reynolds number used. Corresponding
measurements of local velocities showed that, especially in the
middle part of the cylinder, two-dimensional (2D) flow conditions
could be simulated with sufficient accuracy. The 2D flow assump-
tion is therefore applicable to a reasonable degree of accuracy, at
least for most of the cylinder central portion.

The tangential velocity was measured by using a laser Doppler
anemometer. A standard 4 W argon-ion laser was connected to a
multicolored beam separator, which split up the incoming light
into two beams. A Bragg cell dynamically shifts the frequency,
leading to an offset in the measured Doppler shift. Thus, both the
value and the direction for the velocity component may be accu-
rately determined. Couplers directed each beam to the laser probe
via a fiber optic cable. The flow was seeded with Iriodin particles
suitable for measurements in liquids. They have a narrow particle
size distribution with a mean of 1.5 um diameter. The laser probe
operating in the backscatter mode contained receiving optics that
directed the reflected light of particles to the photomultipliers in
the receiver. A 120 mm focal length lens was used, resulting in an
effective measuring 0.05 X 0.05 X 0.32 mm?> volume. Analog Dop-
pler bursts were then sent to the digital burst correlator TSI-IFA
750. Digitized data were transferred via a direct memory access
cable to a personal computer. The velocity data were resampled at
equidistant time intervals by using a first order interpolation in
order to reduce bias in spectral estimates from randomly sampled
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Fig. 4 Measured velocity profiles by LDA around the separation point for a downstream-moving wall at Re=34,000 (uncer-

tainty in u,y/uy: +2%)
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Fig. 5 Mean flow field (downstream-moving wall) for Re=17,000 (velocity (m/s))

data. The mean velocity was determined by averaging 50,000 data
points particularly for the spectral analysis. The random sampling
rate varied from 200 s~' near the wall to about 3000 s~ at a
distance far from the wall for Re=17,000.

A three-axis traversing device was used to position the LDA
probe with 0.01 mm increments for each axis. The uncertainty in
the data on the LDA was calculated using estimates of bias and
precision errors in the experiments. The bias estimates were based
on the geometrical position of points, refraction window index,
seeding etc. The total bias and precision were combined to give an
estimate of the total uncertainty of the tangential velocity compo-
nent of +0.02 m/s for the highest Reynolds number.

The PIV, a quantitative flow visualization technique, was used
to determine the instantaneous velocity flow fields by recording
and processing the multiple exposed particle-image pattern of
small traces suspended within the fluid. The flow was seeded by
the same Iriodin particles used for LDA measurements. The PIV
image is first obtained by illuminating the seeded flow field with a
thin laser sheet. The light scattered by the seed particles generates
a particle-image pattern. This pattern is recorded using a digital
charge-coupled device (CCD) video technique. The local fluid ve-
locity is then obtained using digital signal processing techniques.
The PIV system is based on a TSI PowerView system, including a
200 mJ dual yttrium aluminum garnet (YAG) laser (Spectra Phys-
ics), a light arm, a PIVCAM 10-30 high-resolution cross correla-
tion camera (1000 1000 resolution), and a SYNCHRONIZER and
“INSIGHT” windows NT-based software for acquisition, process-
ing, and postprocessing.

Experimental Uncertainties

PIV Accuracy. Prasad et al. [20] showed that when particle
images are well resolved during digitization (i.e., the ratio of
particle-image diameter d,, to the size of a CCD pixel on the
photograph dy,, is dp/dpix>3-4), the uncertainty of the mea-
surements is roughly one-tenth to one-twentieth of the particle-
image diameter. By zooming in the PIV image using the PHOTO-
SHOP software, the number of pixels for each particle image
appearing in the PIV image can be counted. Thus, about three
pixels on average for each particle image were yielded for the
present measurement. This indicates that the particle images were
adequately resolved for the present experiment. During the experi-
ment, we judged the PIV image to be adequate based on a particle
displacement of about eight pixels (corresponding to 0.25% of
interrogation window) on average by inspecting the same particle
in the double images. Normalizing the uncertainty of measure-
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Fig. 6 (a) Tangential velocity for «=0, #=30°, and #=60° (un-
certainty in u,/u, estimated at about +2%). (b) Radial velocity
for «=0.5 at #=90° (uncertainty in u,/u, estimated at about
+2%).
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Fig. 7 Radial velocity component nondimensionalized with re-
spect to the maximum value

ment with this mean displacement of particles yields a relative
error of less than 1.2% (Adrian et al. [21]).

Results

Strouhal Number. The power spectra of the velocity fluctua-
tions at #=300° and at a distance from the wall of about 10 mm
are computed for different « values. The shedding frequency f is
displayed in Fig. 2 as a dimensionless parameter, the Strouhal
number St=fd/uy.

The variation of St with « is given in Fig. 3.

The uncertainties in St and « are, respectively, £5% and +1%.
For a=0, St is in good agreement with the well-known St
~(0.21 value. As the cylinder rotational rate increases, Fig. 3
shows that the dominant shedding frequency is shifted to higher
values. However, it should be emphasized that no clearly defin-
able St exists when a>1.5. This reflects the fact that the wake
becomes diffuse and randomized, and a pronounced frequency
peak is not discernible in the power spectra. All the earlier experi-
mental studies report a similar trend. For the case of an impul-
sively translating and rotating cylinder, Coutanceau and Menard
[22] noted that as « increases, the shedding of the eddies behind
the cylinder tends to accelerate. However, for a> 2, the frequency
peak itself becomes less distinctly identifiable. Results of Diaz et
al. [15] for Re=9000, of Hyung et al. [23] for Re=900, and of
Chew et al. for Re=1000 are reported in Fig. 3 and show an
increase in the Strouhal number with the rotational rate. Diaz et al.
[15] found that for « greater than 1.0, a specific Strouhal number
cannot be defined since the shedding process then becomes rap-
idly more random and no definite shedding frequency can be in-
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Fig. 8 Evolution of the separation point with « for different Re

ferred from the autospectral results.

The present results are in good agreement with those numeri-
cally found by Chew et al. [12], who found that the Strouhal
number increases with increasing « up to a=2. They argued that
the increase in St with increasing a can be explained by the closer
interaction between the two separated shear layers. The closer
interaction of the two shear layers results in early roll-up and
shedding of vortices. However, except for the results of Chew et
al. [12], the computational studies show a decrease or a weak
dependence in the Strouhal number with increasing «. Mittal and
Kumar [24] studied the effect of the cylinder rotation on vortex
shedding via 2D computations based on a stabilized finite element
method (FEM) used to solve the Navier-Stokes equations in the
primitive variable formulation for Re=200 and found that for «
< 1.9, the Strouhal number decreases as « increases. It appears
that the experiments and computations show an opposite trend in
the behavior of the Strouhal number as a function of «. Mittal and
Kumar [24] suggested that this difference may be related to the
interaction between the vortex-shedding and centrifugal instabili-
ties that might exist for such flows. They added that it would be
interesting to carry out 3D computations for this flow.

Separation on the Downstream-Moving Wall. Typical
boundary-layer profiles obtained on the downstream-moving wall
for Re=34,000 are shown in Fig. 4. A characteristic feature of the
flow around a rotating cylinder is the asymmetric shape of the
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Fig. 9 LDA measurements of velocity profiles around the separation point for an upstream-moving wall (uncertainty in u,/ u:

+2%)
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velocity profiles that vary according to the values of a. It is seen
in Fig. 4 that the position of the separation points on the
downstream-moving wall is well defined by the MRS criterion
and that it is shifted downstream as « increases. In other words,
the separation is delayed (moved downstream) when the wall
moves in the direction of the flow. It is shown that the MRS
criterion is met at a dimensionless distance from the wall between
0.03 and 0.07 and for 6 between 110° and 160°. The same trend,
hereby unreported, was observed for Re=8500. Figure 4 shows
that the correct location of the separation point was made possible
by numerous tests near separation, involving a large range of the
cylinder velocity speeds and very small increments in the radial
component, for a given angular position.

Figure 5 shows an example of a mean flow field around the
rotating cylinder obtained by the PIV technique for Re=17,000
and different values of a. The mean flow field is the time average
over up to 500 instantaneous vector maps. Experimental PIV mea-
surements have been carried out on a 32X 32 mm? field with 32
X 32 pixel interrogation cell, corresponding to about 1 mm? spa-
tial resolution. This figure shows a region where the velocity is
large and a region where the velocity takes low values. The ve-
locity decreases and increases on the lower and the upper sides of
the cylinder, respectively, because of the clockwise cylinder rota-
tion. On the other hand, the velocities of the fluid relative to the
wall increase with increasing « on the lower side of the cylinder,
whereas the opposite applies to the upper side. When « is suffi-
ciently high, it is clearly seen that the fluid in a region near the
surface is drawn by the cylinder rotation. As « increases, this
region becomes larger, and the relative velocities of the fluid near
the surface of the wall decrease with increasing « both on the
upper and the lower cylinder sides.

Figure 5 qualitatively shows the variation of the mean positions
of the separation points. For a=2.83, closed streamlines appear in
the second quadrant where the separation point completely van-
ishes. The previous map gives a qualitative behavior of the flow
field. It seems interesting to educe the radial velocity component
from the PIV results and to examine its distribution. Indeed, Lud-
wig [6] suggested that “the only reliable experimental indication
of separated flow when the wall is moving upstream appears to be
in the behavior of the vertical velocity component in the boundary
layer.” If this criterion is expected to be valid for an upstream-
moving wall, a fortiori, it should be valid when the wall moves
downstream.

To prove the validity of the present experimental results ob-
tained by the PIV data, some of them are compared with those
found by LDA. Figure 6(a) shows a good agreement between PIV
and LDA data for the tangential velocity component. The radial
velocity component of the present study is in good agreement with
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that found by Badr et al. [25] for @=0.5 and #=90° (see Fig.
6(b)).

The radial velocity component «,, nondimensionalized with re-
spect to the maximum value, was plotted on Fig. 7 at a fixed
distance from the wall as a function of the angular position for
different values of « and for Re=8500.

For Re=17,000 and 34,000, the distribution of the radial com-
ponent exhibits the same trend, with a maximum value reached
when the MRS criterion is met. The radial velocity component
behavior may be used as a criterion for separation on the
upstream-moving wall.

The locations of the separation point are summarized in Fig. 8
as a function of «a for different Reynolds numbers. Included in this
figure are the results experimentally found by Peller [10] and La-
braga et al. [11]. A good agreement between the present results
and those of Labraga et al. [11] is observed for @>1.2. The ex-
perimental results of Peller [10] agree well for a range of « be-
tween 0 and 0.5.

Separation on the Upstream-Moving Wall. In Fig. 9, mea-
sured velocity profiles at the upstream-moving wall are plotted for
Re=8500 and Re=17,000 for different o values. As mentioned
above, it is difficult to determine the separation point with the
MRS criterion for this case. However, this study shows that the
MRS criterion is approximately met for (#=260°, a=0.3) and
(0=265°, a=0.6), respectively, for Re=17,000 and Re=8500.

The point where both the shear and the velocity simultaneously
vanish occurs at about 1 mm from the cylinder surface, consistent
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Fig. 11 Radial velocity component nondimensionalized with
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with the separation on the upstream-moving wall plotted in Fig. 9.
An inspection of the separation velocity profiles in Fig. 9 shows
that the boundary layer is about 3.5 mm. The vanishing point
occurs at approximately 30% of the boundary-layer thickness, be-
ing in good agreement with Ludwig’s [6] study. Results found by
Peller [10] reveal no realistic flow profile with the relationship
uy=0 and dug/dr=0. Peller [10] concluded that the separation
point could not be determined with this model. Indeed, he used
only four values of a between O and 2. The fact that the MRS
criterion was not met with its data is likely to be due to the lack of
a values within this range.

The overall features of the flow field on the upstream-moving
wall obtained by the PIV technique is shown in Fig. 10. It is seen
that both the separation points move along the anticlockwise di-
rection of rotation with increasing «, with the motion rate of the
separation point on the lower side of the cylinder being higher,
yielding a narrowing of the wake clearly revealed in this figure.

When the cylinder rotates at low rotational speeds, two vortices
are alternately shed on each side of the cylinder, but the vortex-
shedding configuration varies according to . As « increases, the
vortex on the upper side of the wake becomes stronger, while that
of the lower side becomes weaker. Computational results from
Badr et al. [25] and Chew et al. [12] show from the patterns of the
instantaneous streamlines for a=0.5 at different times the exis-

tence of the first vortex and a bulging of streamlines near the right
lower side of the cylinder at the beginning of the impulsively
started motion. The first vortex grows gradually in the upper
wake, while the bulge leads to the formation of the second vortex.
This observation is in full agreement with our experimental re-
sults. According to the potential flow theory, closed streamlines
surrounding the cylinder exist only when «>2, where the stag-
nation point is separated from the cylinder. The same phenomena
can be observed in the viscous flow but for different conditions.
The present study is in good agreement with that of Labraga et al.
[11], who showed that for a>4, points of zero shear stress on the
rotating cylinder vanish, consistent with the previous arguments
that the cylinder is surrounded by a set of closed streamlines.
Quantitative information was extracted from the PIV flow field in
order to determine the radial velocity component in the same man-
ner as that of the downstream moving wall.

The most striking point arising from Fig. 11 is that the position
of the upstream separation point is much less sensitive to the
rotational rates than that of the downstream-moving wall. The
difference between the minimum and the maximum angular posi-
tions is A#=7° for Re=8500 and for Re=17,000 and A6f=4° for
Re=34,000. The mean angular position is about 255° for the Rey-
nolds numbers of the present study. The present results are con-
sistent with those found by Ludwig [6]. He found that for «

Fig. 13 The vorticity field for Re=8500, (a) downstream-moving wall region and (b)
upstream-moving wall region
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the cylinder) at different Reynolds numbers and for various «

=0.12, the vertical velocity reaches a peak value for §=250°. The
measurements made at this rotation rate are, according to Ludwig
[6], probably not very accurate because of the extremely low ve-
locities and the nearness to the wall at which these velocities were
observed. For a=0.58, 0.88, and 1.18, he found that the radial
velocity is maximum for about =260°; beyond this angular po-
sition, the flow becomes turbulent.

The locations of the separation points on the upstream-moving
wall cylinder are summarized in Fig. 12 as a function of the rota-
tional rate for different Reynolds numbers. Included in this figure
are the results of Chew et al. [12], who determined the position of

1210 / Vol. 129, SEPTEMBER 2007

the separation points by the MRS condition and found that the
upstream separation point occurs at §=~262° and 6=257°, re-
spectively, for =1 and a=2.

The results of this work are in good agreement with those found
by Chew et al. [12] for Re=17,000 and Re=34,000.

The Vorticity Field Distribution. Figure 13 shows the vortic-
ity field at the upper and lower sides of the rotating cylinder. At
low « values, the positive isovorticity field at the downstream-
moving wall region is similar to a “plume” that takes place at
about #=120° and moves in the direction of the rotation as «
increases. The positive vorticity peak disappears from this area for
a>2. At the upper side of the cylinder, a clockwise rotating vor-
tex is shed. However, the negative vorticity forms a quasistation-
ary “tail” at #=~260° and widens in this region as « increases. It
seems interesting to analyze locally the vorticity distribution by
extracting the results from the PIV data.

Figure 14 shows the mean vorticity profiles at a fixed distance
of about 4 mm from the cylinder surface for different Reynolds
numbers and rotational rates. As expected, for @=0, the mean
vorticity exhibits a positive peak value at = 120° and a negative
one at §=~240°. Kang et al. [17] found the peaks at =~ 130° and
6=230° for Re=100, consistent with the results of Mittal and
Kumar [24]. As a increases, the distributions of the vorticity dis-
play the same trend for the Reynolds numbers of the present
study, with a shifting of the peak of the positive vorticity in the
direction of the rotation, consistent with the position of the sepa-
ration point at the downstream-moving wall.

As the Reynolds number increases, the amplitude of the posi-
tive and negative peaks increases. For a>2.5, not shown here, the
peaks are no longer discernible, which is consistent with vortex
shedding. The negative vorticity peak value occurred roughly at
the same angular location, thus confirming the radial velocity dis-
tribution and the separation point behavior in this region which
are consistent with the results of Mittal and Kumar [24]. For Re
=8500, a positive peak is observed at =~ 30°. Mittal and Kumar
[24] found that new peaks initiate for a=1 at the front stagnation
point of the cylinder and that an overall peak is located at 6
~340° for a=2. The present results disagree with those of Mittal
and Kumar [24] and those of Kang et al. [17]. A possible expla-
nation for this disagreement may be attributed to the fact that the
vorticity of the present study is taken at a distance from the cyl-
inder surface larger than that used in the theoretical results found
at low Reynolds numbers.

Conclusion

The results of our investigations can be summarized as follows.

(i) The dominant vortex shedding frequency shifts to a higher
value, as « increases up to a critical value for which the
peak frequency becomes less distinctly identifiable.

(ii) The position of the separation points on the downstream-
moving wall is well defined by the MRS criterion and
moves downstream when the wall moves in the direction
of the flow.
The separation criterion on the upstream-moving wall was
found to be the same as that for a downstream-moving
wall. The radial velocity behavior proves to be a satisfac-
tory criterion to determine the location of both the separa-
tion points on the downstream and the upstream-moving
walls.

This paper shows that the position of the separation point

on the upstream-moving wall is less sensitive to the rota-

tional rate.

(iii)

(iv)

Nomenclature
D = cylinder diameter
f = vortex-shedding frequency
R = cylinder radius
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Re = free-stream Reynolds number=uoD/v
St = Strouhal number: fD/u
u, = peripheral velocity
uy = free-stream velocity
a=upl/u, = ratio between the peripheral speed of the cylin-
der and the free-stream velocity
u, = radial velocity
1y = tangential velocity
6 = angular position measured from the cylinder
leading edge
v = kinematic viscosity
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Turbomachinery Flows

The purpose of this paper is to present a numerical methodology for the computation of
complex 3D turbomachinery flows using advanced multiequation turbulence closures,
including full seven-equation Reynolds-stress transport models. The flow equations are
discretized on structured multiblock grids, using an upwind biased ( O[Axil] MUSCL re-
construction) finite-volume scheme. Time integration uses a local dual-time-stepping im-
plicit procedure, with internal subiterations. Computational efficiency is achieved by a
specific approximate factorization of the implicit subiterations, designed to minimize the

computational cost of the turbulence transport equations. Convergence is still acceler-
ated using a mean-flow-multigrid full-approximation-scheme method, where multigrid is
applied only on the mean-flow variables. Speed-ups of a factor 3 are obtained using three
levels of multigrid (fine plus two coarser grids). Computational examples are presented
using two Reynolds-stress models, and also a baseline k—e model, for various turboma-
chinery configurations, and compared to available experimental measurements.

[DOL: 10.1115/1.2754320]

1 Introduction

Turbomachinery flows are a major challenge for turbulence
modeling because they are dominated by many complex flow phe-
nomena: (i) 3D secondary effects have a major influence, both for
compressors [1] and turbines [2] especially with the decreasing
aspect ratio tendency of modern designs [3]; (ii) large 3D separa-
tion regions are observed in compressors [4]; (iii) transitional phe-
nomena are important in the strongly accelerated flows observed
in turbines [5,6]; and (iv) flow unsteadiness [7] and freestream
turbulence effects [8] have a strong effect, especially off design.

To address such complex flows, it is necessary to include more
physics in turbulence models, and in particular, the effects of an-
isotropy [9]. With the exception of transition modeling (which
requires specific approaches [10]), Reynolds-stress models
(RSMs) can offer a definite advantage over more standard two-
equation closures, especially for complex 3D separated flows [11].
Furthermore, it was quite early recognized [[12], p. 469] that only
such advanced transport-equation anisotropy-resolving closures
can predict the effects of freestream turbulence on the flow. The
increasing number of 3D compressible flow computations using
RSMs [13,14] suggests that the numerical stability issues that
have hindered the widespread application of these closures in the
past can be treated efficiently [15,16].

There exist several efficient and robust multistage turbomachin-
ery CFD solvers, mainly using two-equation closures [17-21].
These solvers handle flows in a complex multistage environment
[22], including modeling of complex technological effects [23].

There are, however, very few applications of RSM closures to
3D turbomachinery flows. Gerolymos et al. [24] have evaluated
the performance of a wall-normal-free RSM [11,25] for compres-
sor and turbine configurations, using an implicit upwind solver.
This method was latter enhanced by a local dual time-stepping
technique [15] to avoid limit-cycle oscillations in flows with large
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separation. Rautaheimo et al. [26] have used an implicit upwind
solver, with mean-flow-multigrid acceleration to compute the flow
in a low-speed centrifugal compressor rotor [27], using a hybrid
RSM, blending the quadratic Speziale—Sarkar—Gatski high-
turbulence-Reynolds-number model [28] with the quasilinear
Shima low-turbulence-Reynolds-number model [29]. More re-
cently, Borello et al. [30] used the elliptic blending model of
Manceau and Hanjalic [31], to compute flows around 2D cascades
[30], and within tip-clearance gaps [32].

The purpose of this paper is to present an efficient and robust
numerical methodology for the computation of complex turboma-
chinery flows using seven-equation turbulence closures (which is
of course equally applicable to lower level two-equation and one-
equation closures). The wall-normal-free Reynolds-stress model is
implemented numerically using a finite volume upwind-biased
implicit multigrid solver on multiblock structured grids. Robust-
ness is achieved through the explicit application of Reynolds-
stress realizability constraints and computational efficiency
through the use of specifically designed approximate Jacobians for
the implicit solver. Computational efficiency is further enhanced
by the application of multigrid acceleration (applied only on the
mean-flow variables, turbulence variables being simply injected
onto coarser grids), obtaining a factor-3 speed-up. Computational
results are presented for two axial-flow compressor configura-
tions.

2  Flow Model

The flow is modeled by the 3D compressible Favre—Reynolds-
averaged Navier—Stokes equations, with a seven-equation
Reynolds-stress turbulence closure [11,25]. The 12 transport equa-
tions are written symbolically, in a Cartesian reference frame ro-

tating with constant (time-independent) rotational velocity ()
=Q[giEQEx, as

ow  9F, ow 9F, JF, OF,
—+—4+S=—+—+—+—+85=0 (1)
at  dxp t  dx dy dz

where 7 is the time, x; (x,y,z) are the Cartesian space coordinates
in the relative frame of reference, and w € R'? is the vector of
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unknowns, which is split in a vector of mean-flow variables
wyr € R, and a vector of turbulence variables (Reynolds stresses
and dissipation rate) wrgy € R’

w= [EI/[F’E£SM]T;
B V| T
= amuﬁwymnﬁ@w—gﬂﬁﬂ—ﬁ )

_n.n = n —’\/ /\/ /\/ -_ // !/ — T
wrsm = (Wil pwiw!, pwiw!, pwiw?, pwiw?, pwlw!, pe’]
where R is the radius (distance from the axis of rotation: R2=[x,-
= 072x,0,Q.]0x;- Q25 0Q,]=y*+27), W; are the relative ve-
locity components, p is the density, p the pressure, —pw;w" are the
Reynolds stresses, and ¢” is the modified [33] dissipation rate

n.n

("=e- 2v[grad(\k)]2) € is the dissipation rate, k=(1/2)w/w! is
the turbulence kinetic energy, and v is the kinematic viscosity. The
symbol (9) denotes Favre-averaging, (-) denotes nonweighted av-
eraging, (-") are Favre fluctuations, (-') are nonweighted fluctua-
tions, and h, =h+1/2W,W, is the total enthalpy of the relative

mean flow (h is the specific enthalpy). The symbol (-) is used to
denote a function of average quantities that is neither a Favre
average nor a nonweighted average. The fluxes F, e R'2 (F,, F,,
F. (Eq. (1)) are the combined convective (E?) and diffusive (vis-
cous, Fy) fluxes

W,
ﬁwfﬁ/x"'ﬁ&x{
PWW, +pé,
ﬁW(WZ_{—ﬁ&:(’

~ (. 1

= —02p2
pr(l’ltW— 29 R )

prW

T H

P WgW

T

prw

T

prw w,

H "

prw

H "

prw Wy

LpWs’ y
0

T -

PWeWy = Tex

o =
PWewy, — Ty

S
PWew, = T,

7o) + (qc + ph'wy
+| ~ Dxxf (3)
- ny(
-D

W,«(ﬁwi We -

e

-
where 7; are the viscous stresses, g; are the molecular heat fluxes,
ph"w! are the turbulent heat fluxes, Djj are the turbulence-
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diffusion flux terms, and ’D ~denotes the & diffusion flux. The
source-terms vector S e R2

§ == [0’ ﬁfnx’ ﬁfhy? ﬁszv S}"l‘,? SW'VWX’ ‘SWAW'V7 SW.‘.W),’ Sw_vwz’ SWZWZ’ SWZW'V’ SS]T
4)
contains the centrifugal and Coriolis acceleration terms (fn,.=

ZEij(QjW€—(9[—(1/ 2)Q2R*]/ dx;), the source terms of the turbu-
lence model (Swle and S,), and the energy-equation source term
S, [25], which contains terms from the turbulence-kinetic- energy

transport equation. The terms Dy, D, Sj;, SWW, S,, and h”
depend on the particular closure used. Full 'details on the devel-
opment of the Reynolds-stress models used have been presented
elsewhere [11,25,34]. These closures are wall-normal free (WNF),
i.e., completely independent of wall-topology parameters, such as
the distance-from-the-wall or the normal-to-the-wall direction, us-
ing instead a modeled unit vector pointing in the turbulence-
inhomogeneity direction, which, as well as the coefficients of the
inhomogeneous terms, is a function of the gradients of local tur-
bulence quantities [11]. In the computational examples reported in
the present paper, three variants of the same family of quasilinear
return-to-isotropy isotropization-of-production WNF RSMs [11]
were used, the Gerolymos-Vallet (GV) RSM [25], the WNF
Launder-Shima-Sharma (LSS) RSM [11], and the Sauret-Vallet
(SV) RSM [34].

The working medium thermodynamics are approximated by a
thermodynamically and calorically perfect gas (p=pR,T and c,
=yR,/[y-1]). All computations were run for air (R,
=287.04 m?>s2K~!,y=1.4) and used a Sutherland-law depen-

dence for viscosity and a corrected Sutherland law for heat con-
ductivity ([25] p. 192, Egs. (5)).

3 Numerical Method

The numerical scheme is based on analogous work by the au-
thors in nonrotating frames of Refs. [15,16] and is summarized
below, insisting on the differences due to rotation and on the spe-
cifics to turbomachinery boundary conditions.

3.1 Multiblock Mesh Structure. The flow equations are dis-
cretized in structured multidomain multiblock grids to compute
flow through tip-clearance gaps [35], but also for multistage com-
putations [36]. The flow equations are solved using conservative
variables in a rotating Cartesian frame of reference w
=[EE4F’KESM]T (Egs. (2)), but the multiblock data management is
based on primitive variables in the absolute cylindrical frame of
reference

T T
= [QMF&RSM]T?

=W w.w. 5T
UMF = [P, Wx’ WRa Weyp]
—— T T T T er S
Ursm = [Wiw), wiwp, wewip, wew'p, wiwp, wiw'l, & | (5)

3.2 Space Discretization. For each grid subdomain, the
mean-flow and turbulence-transport equations (Egs. (1)—(4)) are
discretized on a structured grid using a finite-volume technique,
with vertex-storage, resulting to the semi-discrete scheme [15,16]

_ dw,lk
dt
+ 58 am ik Fram in— Sam i Fram ik
+%}k + 78, i Frssam = "Sijam i Fri-am

+ Sljk+(|/2) Fljk+(1/2) gSljk (1/2) Fr]k (1/2)
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(6)
where V; ;; is the control-volume, delimited by the surfaces S,
with unit-normals 7 in the positive grid-direction (£, 7, {, respec-

+84=0

tively i, j, k), and FN=F*(win,ny,.n)+F (win.ny.n)
+E}/n€ are the numerical fluxes. The convective fluxes F* are
computed using van Leer flux-vector-splitting [37]

[ 0; J_rMWn<—1
ol | -
a. . -
n—(-My £2)+ W,
y n

a. - -

”y;,(_MWniz)"' \

a. . -

nz;/(—MWniZ)+WZ

“y y N
(it = 12 - (y=DMy, +2(y- I)MWH+2é2+mz_ O2R?
E(m)=< £pa—" y-1 2 2 | My =1 (7)
wiw'
T
WeWwy
T
.wa
T
wyw,
T
WZWZ
T
X
o e -
L Fe; + My, > 1
[
Y . —W o1 —w 51 o m+1,n+l‘,U _ m,n+l
where MW”(Eynmny’nz) W(f(ﬂ)n(?a (@ W,d and a(@ +9‘i('"+1’”+1m,"m,At)EO; Vi, (9)

=y 7Rg7~"(y). The MUSCL variables w* are computed using
O(sz) extrapolation with limiters [37]. The viscous fluxes FV
are discretized using an O(Axé) centered scheme [15].

Defining N;j=N; X N; X N;. the number of points of a grid sub-
domain np, m:[mlgl’l,mim,...,mﬁi!Nj,Nk]TeH'ZNijk the global
vector of unknowns, £=[£T,|,1 9_T,1,2v . ,QJT,_‘N_,NI(]T e R1?Nijk the
global vector of the spaceoperators (Elq.j (6)), and At
=diag[(Ary1, )12, (Aty 212, -, (At v ) 12] the diagonal ma-
trix of local time steps Af;;; (/;, denotes the 12X 12 identity
matrix), an implicit O(At¢) backward-Euler discretization of the

equations results, at each iteration n=n, to the nonlinear system
[15,16]

n+l n

R("™ ", At) = —

o
+ 20" ) =0;
AL (")

Vonp (8)

where P e R!Viik is the residual, and 1/At=At"!. This system of
12N;j nonlinear equations must be solved at every iteration ny;,
for each grid subdomain np. The subscript np could have been
added to fR, o, £, At,..., but was omitted to simplify notation.

3.3 LDTS Implicit Iterative Solution. This nonlinear system
can be solved using a local dual time-stepping (LDTS) procedure
[15,16], by introducing an additional subiterative pseudotime step
Ar" with implicit subiterations (my=1, ..., M(n;))
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At

where we have used for simplicity the iteration counters n=n;
and m=my. After some algebra [15,16], which will not be re-
peated here, the LDTS iteration can be written, symbolically,

Vn=ny e [LN; {Vm=my=1, ... :[ryg=roplh:

Vnp € [1,Np]

(92] -1
m+l,n+lm =RBR m,n+1m —17 +At**_(m,n+lm)
aro

approx

XA R v, ", AL + §]

="S("™" !, "0, At AL, F) (10)

where At™=[J+At'AT'AL, and Np is the number of grid
subdomains. The operator B(tv) represents the explicit application
of boundary-conditions (cf. Sec. 3.7). The operator R(to) repre-
sents the explicit application (cf. Sec. 3.6) of Reynolds-stress re-
alizability constraints [16], to conform with Reynolds-stress real-
izability [38]. The term § e R'?Viik is a forcing source term, which
serves only in the multigrid iteration [39] and which is equal to
zero for the monogrid scheme (F=0). The LDTS iteration (Egs.
(10)) can be written more concisely using a global full-iteration
operator N(to,CFL,CFL",§:rop))
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Vn=ny e [L,Ng]; "'vo=N("tw,CFL,CFL",§;rpy) (11)

where Courant-Friedricks-Levy (CFL) and CFL" are the CFL
numbers used to evaluate Az and Ar™ (cf. Sec. 3.5). The number of
subiterations M;(n;,) is dynamically fixed (Egs. (10)) to satisfy the
convergence criterion ryr< rogy (cf. Sec. 3.5). The Jacobian ma-
trix €’/ dv (Eqgs. (10)) is an approximation to the exact Jacobian
dL/dvw, chosen so as to minimize implicit work for the
turbulence-variables ([15], pp. 766767, Egs. (18)—(27)). The sub-
script approx indicates that the matrix inversion (linear system
solution) at each subiteration is approximate. In the present work,
it is obtained using approximate factorization [40] allowing
sweeps in each grid direction (alternating direction implicit ap-
proximate factorization (ADI-AF)) ([15], pp. 766-767, Eqgs. (18)—
(27)). To ensure stability at high time steps (At"), implicit bound-
ary conditions are applied following the method of characteristics
approach of Chakravarthy [41], which implies appropriate modi-
fications of the Jacobians d£'/dw to conform with boundary con-
ditions. Of course, because of the approximate factorization pro-
cedure, the implicit boundary conditions cannot relate different
points on the boundary surface, one with another, as is necessary
in the case of exact nonreflecting boundary conditions (NRBCs)
[42], or in the case of conditions involving surface integrals (mix-
ing planes, throttle outflow condition, etc.). The same problem
appears at the interfaces between subdomains, since the linear
system is solved by ADI-AF separately in each domain (with no-
change implicit boundary conditions for the outer phantom nodes;
cf. Sec 3.7). In these cases simple approximate implicit boundary
conditions are used (no-change, extrapolation, constant pressure,
reservoir, ...), and the appropriate exact boundary conditions are
applied explicitly (cf. Sec. 3.7).

3.4 Quasi-Newton Implicit Iterative Solution. A quasi-
Newton iterative procedure is obtained in the limit Az— oo, so that
the unsteady term in the nonlinear system (Egs. (8)) disappears,
giving £("'w)=0. The corresponding quasi-Newton iterative
procedure, after linearization, reads [16]

Vn=n,e[1,Ny]; {Vm=my=1,...:[ryp = rosl};
Vnp € [1,Np]
m+l,n+]nJ — RBR{mJH—lm _ |:3 + At*{;_ij(m,nﬂm)]_l

approx

XALTL("™" o) + ]

— mSQN(m,)Hlm’At*,g) (12)

3.5 Iteration Strategies and Convergence Monitoring. The
local time step is based on a combined convective (Courant) and
viscous (von Neumann) criterion [15]

l, £
At; j, = min{ CFL————=-———" VNN
' W+av1 + (5/6)(y— 1)M> 20y
(13)
4 -1
Vog=maxy ~(V+ VT),’Y__(R+ Kt) (14)
3 PR,

where €, is the grid cell size, W is the relative flow velocity, d is
the sound velocity, v,, is the equivalent diffusivity, # is the mo-
lecular kinematic viscosity, K is the molecular heat conductivity,
Mr=v2kd? is the turbulence Mach number, vy is the eddy vis-
cosity, and «r is the eddy conductivity (equations for these quan-
tities are given in [15]). This relation (Eq. (13)) is used both for
the physical time step (Az; ; 4, CFL, von Neumann (VNN)) and for
the dual pseudo-time step (Ar; #-CFL", VNN"). In all of the com-
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putations presented here, the relations VNN=CFL and VNN"
=CFL" were assumed.

The relative variation of the mean flow ey and of the turbu-
lence variables ergy are monitored by the following error—L,
pseudonorms:

emrlomp, Abye]

L 282 S amamy] X amr

= loglo g Y + — + —
>[5 ANATA > (7]
(15)
ersmlVrsm AVrsm]
1) S AGWHAWW)] D [As'?
= loglo - —_— — +
T 2 Iwwhwiw)dl 2T
(16)

where 2 implies summation over all of the grid nodes Np (and
over all of the subdomains Np), and the summation convention for
the cylindrical coordinates indices i,j=x,R,6 is used. In the
present turbomachinery solver, eyr is defined as the relative varia-
tion of the primitive mean-flow variables, contrary to previous
work [15,16] where conservative variable variations were used.
This quantity (eyp) approximately defines the number of digits to
which the computation of the mean-flow variables is converged. It
is used to define the subiterative convergence of the increment by
the error reduction between subiterations [m,n+1] and [m+1,n
+1] (Egs. (12))

IO[eMF(m+l,n+l)] _ IO[eMF(m,nH)]
lo[eMF(mJHl)]

rMF(m + l,n + 1) = loglo{

(17)

m+1,n+1UMF_nUMF] (18)

enp(m+1,n+ 1) = ey "oy
The reduction (ryp) approximately indicates the number of digits
to which the increment is converged during the subiterations. The
error reduction for the turbulence variables vrgy, 7'rgm» 1S defined
in exactly the same way ([15], p. 768, Egs. (32)—(33)).

The parameters controlling the numerical scheme (time integra-
tion) are the CFL numbers [15], CFL for the physical time step Az,
and CFL" for the dual pseudo-time step (assuming [15,16] that
VNN"=CFL", and VNN=CFL), and the convergence criterion
rogy used to dynamically fix the number of subiterations (Egs.
(12)). The time-integration scheme is therefore defined by the trip-
let [CFL,CFL",rop;]. The quasi-Newton-integration scheme
(CFL— o) is therefore defined by [CFL,CFL",rqog;]
=[o,CFL", rop,] or equivalently the couple QN[CFL", ry].

3.6 Heuristic Stabilization by Explicit Application of Real-
izability Constraints. During the iterations, Reynolds stresses
may not satisfy the realizability constraints introduced by Schu-
mann [38]. Such anomalous behavior is systematically checked
for at every subiteration. If the realizability constraints are not
satisfied for a given grid point np, then all turbulence variables are
set to O at this grid point
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fvyﬁ <0v
”2 <0v
”2 <0v
(W!'w ")2 w"zw}/a2 >0v
if< (W " "2 %2 "2>0\/ >ERSMHO, Vnp=1,...,Np
(,v—vT_//’)2 w"2 "2 >0v
det[w” 1<0v
e <0V
(=K >
(19)

where (meaX is a maximum admissible length scale (automatically
computed as the maximum half height of the flow path). These
simple realizability and boundedness fixes (which are completely
explicit and, as a consequence, easy to implement) efficiently sta-
bilize the computations for a large number of applications studied
by the authors [11,15,16,24,25,34]. The explicit realizability con-
straints (Egs. (19)) will be represented by the operator R(tv).

When running the two-equation model [35,36], the complete
realizability conditions for the Reynolds stresses are relaxed, since
the Launder—Sharma [33] k—& model does not necessarily return
realizable Reynolds stresses. In this case, simple positivity and
boundedness constraints are used [16].

3.7 Interface and Boundary Conditions

3.7.1 Wall and Interface Conditions. At solid walls (hub, cas-
ing, and blades), a standard adiabatic no-slip wall condition is
applied [35]. At interfaces between grid domains, such as period-
icity boundaries, H-O interfaces, or interfaces between the
TC-0OZ-0O grids used to compute flow through tip-clearance
gaps [35], information is exchanged using Npy=2LGRD phantom
nodes (Lgrp is the number of grids in the multigrid sequence [16],
Fig. 4, cf. Sec. 3.8), which are updated at each subiteration from
corresponding grid nodes. At the interface itself, a simple average
is applied between values obtained from the computation in each
domain.

3.7.2  Mixing-Plane Conditions. Multistage steady computa-
tions are based on a mixing-plane (MP) approach, at the interface
between neighboring blade rows [36]. Note that MPs are, in gen-
eral, nonconical surfaces of revolution and not planes. At these
interfaces, Npy=2LGRD phantom nodes are also used. These phan-
tom nodes are updated at each subiteration using meridional av-
erages at the corresponding locations in the grid of the neighbor-
ing blade row. At the meridional interface itself, values are
interchanged at each iteration. The mixing-plane phantoms meth-
odology is presented in detail in [36]. In the present work, two
different averaging procedures were used and compared, as fol-
lows:

N I/

L. basicMPs: area averaging of [p,pV,.p, wiw?,e"] [17]
2. mxoutMPs: mixed-out or stream-thrust- ﬂux averages [43],

which correspond to area averaging of [ﬁ~ 5‘7‘7 +pn;,

phV,, W w , €'], where [n,,ng,ng)" is the unit-normal vec-

tor at the mixing-surface, and V,,—V,n, (the corresponding
mixed-out averages are computed analytically from the
above pitchwise integrals [44]). In general, important differ-
ences between these two averaging procedures are expected
in presence of backflow regions at the MP.

3.7.3  Inflow/Outflow Conditions. At the inflow/outflow bound-
aries, it is important to apply the correct meridional averages at
each spanwise station, while ensuring minimum reflexion at the
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boundaries. The basic idea is to describe the flowfield at the in-
flow or outflow boundaries as #-Fourier series at each spanwise
grid surface [45,46]

+00

> G(ngx,R)e™’

ng=—=%

v(6;x,R) = el (20)
Then, the boundary conditions are treated separately in two
parts:

1. Classical reflecting boundary conditions (reservoir inflow,
outflow pressure, outflow massflow, or outflow throttle con-
ditions [35]) are applied for the meridional field (n4=0); this
is necessary to correctly apply the mean (in the sense of
meridional averages) operating conditions.

2. The inhomogeneities (ny#0) are treated using the steady
nonreflecting boundary conditions (NRBCs), developed by
Giles [42], on the corresponding harmonics; it should be
noted that the exact conditions are applied on the harmonics,
without using local approximations, as suggested in the
original paper by Giles [42], because these were found un-
satisfactory in several cases. Of course, these quasi-3D
NRBCs, applied separately on each spanwise grid surface,
are only approximately nonreflecting in 3D.

For all of the computations presented in the present paper, a
throttle condition [35] was applied at outflow, aiming at fixing

Y,= & =Yogy

0

21

where p,, is the mass-averaged outflow static pressure, and 1, the
massflow at the outflow boundary (note that here p is used to
define Y, whereas in [35] the static pressure at the casing was
used). This condition is used to dynamically fix, at each subitera-
tion, the static pressure at the casing. A radial-equilibrium condi-
tion is then used to define the outflow-pressure profile ([35], p.
1772, Eq. (5)).

3.8 Mean-Flow-Multigrid Acceleration

3.8.1 Mean-Flow Multigrid. Multigrid is applied only on
mean-flow variables, whereas turbulence variables are simply in-
jected on coarser grids, and are only updated on the fine grid (no
multigrid residuals for the turbulence variables). The prolongation
and restriction operators are based on a characteristic multigrid
[47], which conserves the upwind bias of the space discretization.
The multigrid approach used is a standard FAS (full approxima-
tion scheme) method, based on a sawtooth cycle with appropriate
multigrid forcing terms [39], with the following characteristics:

1. The restriction (transfer) Operator from the fine to the coarse
grid, for the variables, Tm 1> 1s @ simple injection operator.

2. The restriction (transfer) operator from the fine to the coarse
grid, for the residuals, ngh, is a weighted operator based on
the direction of propagation of information along character-
istics [47].

3. The prolongation (interpolation) operator, which is applied
only to tuy, is a simple geometric interpolation operator
[47].

4. The coarse grid scheme is applied only on g, with frozen
turbulence.

The multigrid method equations are identical (with the appro-
priate definition of the operator N (Eq. (11)), and analogous defi-
nition of the full-iteration mean-flow operator Ny ([16], p. 1891,
Egs. (22)) to those used by the authors for nonrotating-frame ap-
plications [16] and will not be reproduced here. The details con-
cerning the restriction and interpolation operators, on structured
grids, are given in [16] (pp. 18911892, Egs. (23)—(30)), and the
multigrid algorithm in [16] (p. 1892, Egs. (31)—(36)). All of the
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Table 1 Summary of computational grids used for the NASA _37 rotor [3,48,49]

UH® o° DH* TC® oz’ points® ¢ n S
grid_B 49X 41X 65 201 X 45X 65 81X 61X65 201 X 11X 21 201 X 21X 31 1149421 <0.3 <15
erid_C 49X 41x 101 201X 53X 101 81X61x101 201X 17x31 201X 21x41 1955587 <03 <1.0
grid_D 49X 41X 161 201 X 53X 161 81X 61x%161 201 X 17X 41 201 X21X61 3067042 <0.3 <0.5
grid_Ds 49X 41 %161 201 X 53X 161 81X 65x% 161 201X 21X 41 201 X 33X 61 3191968 <0.3 <0.5
erid_E; 81X 65X 201 321X 69201 161 X97 X201 321X 21X49 321X 41 %69 9242760 <03 <0.5

“Axial X tangential X radial.
°Around the blade X away from blade X radial.

“Without O-grid points overlapped by the OZ-grid (grid topology [35], defined in Sec. 4.2.1).

d +
W)

e +

n,
WFI

multigrid computations presented in the present work use three
levels of multigrid (Lgrp=3; fine and two coarser grids).

3.8.2 Boundary Conditions Multigrid Forcing Terms. The use
of a Yqpy outflow boundary condition within a multigrid compu-
tation requires caution in the estimation of the computed value of
Y on coarser grids. Indeed, for a given flowfield, the evaluation of
mass-flow and mass-averaged static pressure by integration on
different grids, will not return grid-independent results. To avoid
oscillations when going from one grid to another, a forcing term
was used, quite analogous to the forcing terms of the multigrid
procedure [16]. The same forcing-term method was used for the
exchange of information through mixing planes.

4 Results

4.1 Configurations Studied. The performance of the present
computational methodology was evaluated on two different con-
figurations: (i) the NASA _37 compressor rotor [3,48,49] and (ii)
the multistage (3%—stage) compressor CREATE _1 [50-52].

4.2 NASA_37 Axial Compressor Rotor. The NASA_37
transonic rotor [3,48,49] is a well-known turbomachinery test
case. Experimental data for the NASA _37 transonic rotor were
obtained at various measurement planes, using both LDA (Laser
Doppler anemometry) and classical rake measurements of Py, and
T, (the averaging procedure (-)y is described in Davis et al.
[48]). This rotor has 36 blades, nominal speed 17188.7 rpm, and
maximum mass flow at nominal speed riicy=20.93+0.14 kg s™".
The nominal tip-clearance gap is 0.356 mm [49].

4.2.1 Grid-Convergence Study. To assess the computational
grid influence on the results, computations were run on four dif-
ferent grids (Table 1): grid_B (1.2X 10° points), grid_C (2
X 10% points), grid_D; (3.2X 10 points), and grid_E; (9.3
X 10® points). Grids D5 and E; are designed to allow for two
coarser grids in the multigrid sequencing procedure (Lgrp=3).

The structure of the grids used in the present work consists of
five domains [35]. The space outside the tip-clearance gap is dis-
cretized using an H-O-H grid, consisting of three domains: the
upstream UH-grid, the O-grid around the blade, which is gener-
ated biharmonically ([35], p. 1771, Fig. 1), and the downstream
DH-grid. The tip-clearance gap is discretized using an O-grid
(TC-grid), also generated biharmonically [35]. The TC-grid is
stretched both near the flow-path wall and at the blade tip, in order
to describe correctly the boundary layers ([35], p. 1772, Fig. 2). A
jetlike structure emanates from the tip-clearance gap, on the suc-
tion side of the blade and mixes with the main flow, creating a
mixing zone, which persists far away from the blade. To accu-
rately compute this part of the flow field, an O-grid (OZ-grid) was
patched within the O-grid of the blade ([35], p. 1772, Fig. 2). This
grid is stretched both at the flow-path wall and at the blade tip,
thus accurately describing the mixing of the leakage flow with the
passage flow. The blade O-grid is thus stretched only near the
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Mg is nondimensional wall units [33] distance of the first grid point away from the blade surface.
b is nondimensional wall units [33] distance of the first grid point away from the flow-path walls.

casing and the hub, independently of the tip-clearance gap. All
stretchings of the grid near the solid walls are geometric ((1/2)N;
points stretched with ratio r; away from the blade surface, and
(1/3)N, points stretched with ratio r, away from the casing and
hub surfaces). Details of the grid-generation procedure are given
in [35] and Refs. therein.

Computational results using the SV-RSM [34] show reasonable
agreement of the compressor characteristic predicted using the
various grids (Fig. 1). Comparison of pitchwise-averaged total
pressure p, , total temperature 7, , and absolute flow angle a4

(computed neglecting \7R, consistently with measurements), at sta-
tion 4, and isentropic efficiency 7, at station 4 (Fig. 1), for the
operating point at m2=20.12 kg s~!, shows satisfactory agreement
between the various grids and with experimental measurements.

In general, results obtained with grid_D; and the much finer
grid_Ej; are in quite good agreement, indicating that grid_Djs is
reasonably near grid convergence. There is, however, a slight im-
provement using grid_E; near the casing both for T, and g,
The most important differences between the computations using
the various grids and with measurements are observed in the p,
profile. There is still a slight difference between grid_D; and
grid_E;, in the Py, profile for s <0.5, but comparison to grid_C
indicates that grid convergence is being approached. It is gener-
ally accepted that the deficit in Py, at s=10% is associated with
hub leakage through the gap between the stationary and rotating
parts of the hub upstream of the rotor [53], which was not mod-
eled in the present computations. Note that results are sensitive to
the particular treatment of the tip clearance and to the spanwise
and pitchwise extent of the OZ patched buffer grid, where the
formation of the tip vortices and their initial interaction with the
main throughflow is computed (Table 1). Note also that the two
coarser grids (B and C, Table 1) fail to correctly transport the peak
of p,, near the hub, from the rotor outlet (although not plotted
here, spanwise distributions of Dy, at station 3, located near the
rotor trailing edge, with all of the four grids, are in very good
agreement near the hub) to station 4, further downstream (Fig. 1).
This is related to insufficient spanwise/pitchwise grid resolution,
in connection with the rather dissipative (but very robust) van
Leer flux-vector splitting [37]. Results with the two coarser grids
might be nearer grid convergence if a more accurate contact-
discontinuity-resolving approximate Riemann solver were used
[54].

4.2.2 Subiterative Convergence and Multigrid Acceleration. A
typical behavior of the convergence of the computations is illus-
trated by considering grid_E5 (Table 1) multigrid (Lgrp=3) com-
putations with a throttle outflow boundary condition (Yp;
=6250 Pas kg™!) giving at convergence m=20.15kgs™!, and a
subiteration strategy [CFL,CFL",rop,1=[150,15,-2] (Fig. 2).
The evolution of mass flow at rotor inflow m; and outflow 1,
indicates (Fig. 2) that convergence of the computations is
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[3,48,49], using progressively finer grids (1.15X10® points grid_B, 1.96 X 10¢ points grid_C,
3.19X10° points grid_D;, and 9.24X10° points grid_E; (Table 1)): Operating map of total-
pressure ratio mr.r between stations 1 and 4 versus mass flow m, and distributions of
pitchwise-averaged total pressure Py total temperature T, , and absolute-flow angle Qyg,, at
station 4, and isentropic efficiency between stations 1 and 4 7, versus span s (m
=20.12 kgs™'; T,=3%; {1=5 mm; &=0.356 mm)

achieved, for this very fine 9.24 X 10° points grid_Es (Table 1), in
nearly 90 CPU-h (with a 2 Gflops sustained performance). It is
interesting to consider the convergence of the errors pseudonorms
for the mean flow (eypp; Eq. (15)) and for the turbulence variables
(ersm; Eq. (16)), as a function of both the number of iterations n;
and of CPU time (Fig. 2). The present sample results (Fig. 2)
illustrate the generally observed similarity in the convergence of
ersm and eyp (it is for this reason, and also because eggy is
irrelevant on the coarser grids where torgy is frozen, that ryg was
used to determine the dynamically fixed number of subiterations).
Each iteration (n;) corresponds to a full multigrid sawtooth cycle
[39], and the computational time per iteration is variable because
the number of subiterations M;(n;,€grp) is dynamically adjusted
at every iteration and on each grid of the multigrid sequence
(€6po=1,2,3; 1 corresponding to the fine grid, and 3 to the coars-
est multigrid level), to obtain ryg(ny,€Grp) =rog; (in the present
computations rogy=—2; Fig.2). The number of subiterations
M;(ny,€crp) varies from M € [35,45] at the early stages of the
iterations to M; € [10,15] at convergence (Fig. 2). Because of this
large variation of Mj(n;,€grp) the computational cost per itera-
tion may vary by a factor of 3—4. Practical experience with the
method [15,16] suggests that using an increment-convergence tol-
erance to dynamically adjust the number of subiterations greatly
enhances robustness and convergence behavior. As noted in [15],
computational stability loss, induced by the approximate Jacobi-
ans and the approximate solution of the linear system (Egs. (10)),
is compensated by using a sufficient number of subiterations (suf-
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ficiently high |rog)|).

The performance of the multigrid acceleration is evaluated by
comparing the convergence of monogrid (Lggp=1) and multigrid
(Lgrp=3) computations using two wall-normal-free RSMs (SV-
RSM [34] and WNF-LSS-RSM [11]) and the Launder—Sharma
k—e two-equation model [33], on the 3.2 X 10° points grid_Dj
(Fig. 3). Mass flow at rotor inlet r;, mass-averaged total pressure
at rotor outlet p,, and entropy at rotor outlet s,—sig5 (ISA
=International Standard Atmosphere) are normalized by their re-
spective values at convergence of the computations, so that con-
vergence is achieved when the plotted curves reach a value of 1
note the dilated plot scale, ranging from [+£0.2%] to [+0.5% ],
(depending on the observed quantity (Fig. 3). Examination of the
convergence of these quantities as a function of CPU time
(2 Gflops sustained performance) indicates that a speed-up of 3 is
achieved by the multigrid acceleration, independently of the tur-
bulence model used; (Fig. 3), corroborating analogous conclu-
sions from the application of the present computational method-
ology to various nonturbomachinery configurations [16].

It is interesting to note that although there is some noise in the
monogrid computations (Fig. 3) because of the aggressive quasi-
Newton iteration strategy used QN[CFL", rop;1=[10,-2] (less ag-
gressive and slower to converge, LDTS iteration strategies, e.g.,
[CFL,CFL",rog;]=[150,15,-2] suppress this noise). The multi-
grid acceleration procedure effectively filters out this noise, even
with the aggressive QN[10,-2] strategy (Fig. 3). Comparing the
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Fig. 2 Convergence (a) of the error pseudonorms for the mean flow (eyr, Eq. (15)) and for the
turbulence variables (eggy; Eq. (16)), as a function of both the number of iterations n;; and of
CPU time (2 Gflops sustained performance), (b) of mass flow at rotor inflow m; and outflow m,
versus CPU, and (c) of the number of subiterations M;,(n;;, {grp) required for an error reduction
of rye=rogy=-2 on each grid, for multigrid (Lgrp=3; [CFL,CFL", rog,]1=[150,15,-2]) computa-
tions of the NASA_37 rotor [3,48,49] using the SV-RSM [34] (Yog,=6250 Paskg™'; m
=20.12 kgs™'; T,=3%; {r=5 mm; &=0.356 mm; 9.24 X108 points grid_ E;; Table 1)
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Fig. 3 Convergence as a function of CPU-time (2 Gflops sustained performance) of mass flow
at rotor inlet m;, mass-averaged total pressure at rotor outlet ;3,0, and entropy at rotor outlet
$,-Sisa, for monogrid (Lgrp=1) and multigrid (Lgrp=3) computations of the NASA_37 rotor
[3,48,49], using two wall-normal-free RSMs (SV-RSM [34] and WNF-LSS-RSM [11]) and the
Launder-Sharma k- ¢ two-equation model [33], using appropriate Y g, throttle boundary con-
ditions (mM=20.12kgs™"; T,=3%; (7;=5mm; &c=0.356 mm; 3.2X10° points grid_Dj;
QN[CFL',rog,]1=[10,-2])
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Fig. 4 Comparison of computed and measured operating map of total-pressure ratio w1
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averaged absolute-flow angle g total pressure Py, and total temperature T,M at station 4, and
isentropic efficiency between stations 1 and 4 ;s , of the NASA_37 rotor [3,48,49], using two
wall-normal-free RSMs (GV-RSM [25] and SV-RSM [34]) and the Launder-Sharma k-¢ two-

equation model [33] (m=20.12 kgs™;
grid_Dj)

CPU time to convergence with the various turbulence models
(Fig. 3) indicates that the RSM closures require practically the
same time as the lower-level two-equation k—¢& model, substanti-
ating both the efficiency of the numerical method (essentially
LDTS with dynamically fixed number of subiterations, combined
with carefully designed approximate Jacobians [15,16]) and the
robustness of the proposed RSMs.

4.2.3 Comparison of Turbulence Models. Computational re-
sults obtained with two wall-normal-free RSMs (GV-RSM [25]
and SV-RSM [34]) and with the Launder-Sharma k—g two-
equation model [33], are compared to experimental measurements
(Fig. 4) on grid_Ds, which was shown to be reasonably grid
converged (cf. Sec. 4.2.1, Fig. 1). Comparison of computed and
measured compressor operating map (Fig. 4) shows noticeable
differences among the three models. The GV-RSM [25] gives the
best prediction of the compressor characteristic, compared to mea-
surements (Fig. 4). The SV-RSM [34] systematically predicts
higher values for the pressure ratio 7rr_t, for the entire mass-flow
range (Fig. 4), and the Launder—Sharma k—¢& two-equation model
[33] even higher (Fig. 4). Detailed comparisons of spanwise dis-
tributions of ayg , T, . and 7 ., show quite close agreement
among all three models and with measurements (Fig. 4). The
@, Predictions with all three models are within the experimen-
tal measurements uncertainty of +1 deg [55]. Concerning T, the
difference between computations and measurements for s
€[0,0.9] is ~3 K (which is larger than the experimental uncer-
tainty of +0.6 K [55]), the GV-RSM [25] being closer to the

1220 / Vol. 129, SEPTEMBER 2007

T,=3%; {r=5mm; &c=0.356 mm; 3.2X10° points

experimental values, although all three models predict too high
T, values near the casing (s>0.9) and, as a consequence, t0o
low 7, values (Fig. 4). The main differences between predic-
tions with the three models, and the most significant discrepancies
with measurements, are observed in the spanwise distributions of
Py (Fig. 4). The Launder—-Sharma k—& two-equation linear model
[33] predicts an almost uniform p, profile (with the exception of
the hub and casing boundary layers), in disagreement with mea-
surements (Fig. 4). The two RSM models correctly predict the p,
slope for the upper part of the span (s>0.4), the GV-RSM [25]
being quite close to the experimental values. For the lower part of
the span (s<0.4), the GV-RSM [25] gives the best overall pre-
diction, while the SV-RSM [34] results are very close to those
obtained with the Launder—Sharma k—e [33]. As noted earlier, the
lower part of the span (s=0.3) is influenced by mass flow through
the gap between the stationary and rotating parts of the hub [53],
which was not modeled in the present computations.

The main difference between the two RSMs used is the func-
tional dependence of the coefficient of the isotropization-of-
production model for the rapid part of the redistribution tensor ¢;
on the Lumley flatness parameter A [11,34]. Both RSMs use the
same e-equation, and give very similar results for simple shear
flows, but the GV-RSM [25] coefficient was optimized to cor-
rectly predict separated flows, the SV-RSM [34] underpredicting
separation.

4.3 Multistage Axial Compressor. Computations are also
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presented for the multistage (3%-stage) axial-flow compressor
CREATE_1 [50-52], which is representative of the rear block of
HP compressors [52]. Experimental data were obtained at various
measurement planes (Fig. 5), using both LDA (laser Doppler an-
emometry) and classical probe measurements [50-52]. This con-
figuration is included to illustrate the capacity of the multigrid
procedure to accelerate the convergence of the computations in a
multistage environment (Figs. 5 and 6). Computations were run at
design speed (Npsgn=11,543 rpm), on the 11X 10° points
grid_C; (Table 2), designed to allow for two coarser grids in the
multigrid sequencing procedure (Lgrp=3).

The computational domain is separated in blocks and subdo-
mains. The CREATE _1 3%—stage compressor (Fig. 5) is made up
of Ngr=7 blade-rows (ngg=1,...,Npr). The computational grid
(Figs. 5 and 6) is made up of Lgg=Ngr+3=10 blocks: an up-
stream UH-grid (€gr=1), seven O-grids corresponding to the
seven blade rows (€gr=2,4,...,Ngr+2), a downstream DH-grid
(€gr=Lgr=10), and an intermediate TH-grid ({gr=3) between the

IGV and R1 (Figs. 5 and 6).

Several blocks are resolved using a single subdomain with a
structured grid (UH-grid, TH-grid, DH-grid, O-grids around the
stators). The three rotors (R1, R2, R3) have tip clearances at the
casing, and the IGV is cantilevered with a tip clearance at the hub
(Fig. 5). These blocks are meshed using three subdomains, as for
the NASA_37 rotor (O-grid, TC-grid, and OZ-grid; cf. Sec.
4.2.1). The 3D grid is generated in each block using a biharmonic
mesh-generation methodology [35,36].

This 11X 10° point grid_C; (Table 2) is rather coarse, com-
pared to the grids used for the NASA _37 rotor (cf. Sec. 4.2.1),
since it is similar to the NASA_37 C (Table 1). The grid-
convergence study for the NASA_37 rotor (Sec. 4.2.1) indicates
that reasonable results can be expected using this grid (Fig. 1).

Results were obtained with the SV-RSM [34] and with the
Launder-Sharma k—g two-equation model [33], using multigrid
(Lgrp=3) computations on grid_C; (Table 2) with an aggressive
QN[CFL", 7op;]1=[20,-2] subiteration strategy (Fig. 7). For the

Fig. 6 View of the computational grid at midspan of the CREATE _1 3% stage compressor
[50-52] (11X 10° points grid_C3)
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Table 2 Computational grid for the CREATE_1 31—, stage com-
pressor [50-52] (11,049,714 points grid_C;; without O-grid
points overlapped by the OZ-grid)

m=0.96mcy (mcy is the chocking mass flow at design speed)
operating point (Fig. 7), SV-RSM [34] computations were run
using two different mixing-plane averages (BASIC and MXOUT MPs;
cf. Sec. 3.7.2), to evaluate the relative importance of the turbu-

Cor e "' Ng N N N ik Nij lence closure and of the MP model on the results.

; { ;gg)H) g% zg{ gé %8% 135 }%gg 1(1)3232; 4.3.1 Multigrid Acceleration. To evaluate the efficiency of
3 (TC) 201 21 33 1430 139293  multigrid acceleration, monogrid (Lgrp=1) computations were
4 (0Z) 201 33 49 325017 also run (Fig. 8), using the SV-RSM [34], with the same subit-

i % ggg{)) 2421 %} ‘5‘; }8} 135 }%gg 18%82; eration strategy, and with a throttle outflow boundary condition
7 (TC) 201 21 33 1.430 139293  (Yop;=23,150 Pakg™!) giving at convergence n1=0.96r1cy.
8 (0Z) 201 33 49 325017 Mass flow at the compressor inlet 7z;, mass-averaged total pres-

201 101 1. 1.2 1 ~ v

g ‘31 ?0((()())) 28 281 gg 181 1;2 1_222 18;2323 sure at the compressor outlet Pr» and entropy at the compressor
11 (TC) 201 21 33 1430 139293 outlet 5,—s;55 are normalized by their respective values at con-

7 5 g 28)2) 112 %8% gg lg? 135 1.265 18%28;; vergence of the computations, so that convergence is achieved

8 6 14 (0) 80 201 53 101 135 1265 1075953 Wwhen the plotted curves reach a value of 1 (note the dilated plot
15 (TC) 201 21 33 1.265 139293  scale, ranging from [+2% ] to [+4 %], depending on the observed

o 7 %? 28)2) 128 %8% gg 13? 135 1965 18%?8;; quantity (Fig. 8)). Examination of the convergence of these quan-

0 7 18 (DH) 128 301 57 101 1265 1732857  tities as a function of CPU time (2 Gflops sustained performance)

Notes: cf. Nomenclature of Table 1.
Grid topology [35] defined in Secs. 4.3 and 4.2.1.

rj, Iy: geometric progression ratios j-wise and k-wise.
{gg: grid-block index.
np: grid-domain index.
nggr: blade-row.

Npg: number of blades.

indicates that a speed-up of 3 is achieved by the multigrid accel-
eration (Fig. 8), as was the case for the NASA _37 rotor (Fig. 3).
The monogrid computations contain a lot of noise (Fig. 8) because
of the aggressive quasi-Newton iteration strategy used
QN[CFL", 7op;]1=[20,-2]. The multigrid acceleration procedure
effectively filters out this noise (Fig. 8).

4.3.2  Comparison to Measurements. Comparison of computed
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Fig. 7 Experimental and computed, using the SV-RSM [34] (both with basic and mxout MPs;
cf. Sec. 3.7.2) and the Launder-Sharma k- ¢ two-equation model [33], performance map (total-
pressure-ratio = between planes 300 and 250 versus massflow m) of the CREATE _1 3 stage
compressor [50-52] (T, =2%; {r;=10 mm; &;¢=0.3 mm, 0.53 mm, 0.57 mm, 0.52 mm (IGV R1,
R2, R3); QN[CFL", rog,]= [20 -2]; Lgrp=3; 11X 10° points grid_C,; Table 2)
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Fig. 8 Convergence as a function of CPU time (2 Gflops sustained performance) of mass flow at compressor inlet m;, mass-
averaged total pressure at compressor outlet p,, and entropy at compressor outlet S,- s, for monogrld (Lgrp=1) and
multigrid (Lgrp=3) computations, using the SV—RSM [34] with basic MPs (cf. Sec. 3.7.2), of the CREATE _1 3 stage compres-

sor [50-52] (m=0.96m¢y, Yog,=23,150 Paskg™'; T, =2%; €T =10 mm; &¢=0.3 mm, 0.53 mm, 0.57 mm, 0.52 mm (IGV, R1, R2,
R3); QN[CFL", rog,]=[20,-2]; 11X 10° points grid_ Cs, Table 2)
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Fig. 9 Comparison of computed and measured spanwise (s) distributions of pitchwise-averaged total pressure Py, for the
CREATE_1 3% stage compressor [50-52], using the SV-RSM [34] (both with Basic and mxout wmps; cf. Sec. 3.7.2) and the
Launder-Sharma k-¢ two-equation model [33] (mM=0.96mc, Yogy=23,150 Paskg™; Tu’_=2°/o; €T',=10 mm; &¢c=0.3 mm,
0.53 mm, 0.57 mm, 0.52 mm (IGV, R1, R2, R3); Lgrp=3; QN[CFL", rog,]=[20,-2]; 11X 10 points grid_Cs; Table 2)

(using the two turbulence closures and the two MP models) and
measured compressor performance map (total pressure ratio 7r.p
between planes 300 and 250 [Fig. 5] versus mass flow n1) shows
satisfactory agreement (Fig. 7). For the m=0.96mcy operating
point, for which detailed comparisons are presented in the follow-
ing, all three approaches give very similar results, in close agree-
ment with experiment (Fig. 7).

LDA measurements for V, and V4 were acquired [50,51] at
planes (Fig. 5) 26A (R1|S1), 27A (R2|S2), 280 (S2|R3), and
28A (R3|S3), and were used to compute pitchwise-averaged ex-
perimental values for By, ay, and Vo [52]. Probe measurements
were acquired [50,51] at planes (Fig. 5) 25A, 26A, 270, 27A, 280,
28A, and 290, and were used to compute pitchwise-averaged ex-
perimental values for Pry Tiypr and ay; [52]. Comparison of com-
puted (using the three turbulence closures) and measured span-
wise distributions of pitchwise-averaged total pressure p,M(Fig. 9),
pitchwise-averaged absolute-flow angle ay; (Fig. 10), pitchwise-
averaged total temperature T, (Fig. 11), pitchwise-averaged
relative-flow angle By (Fig. 12), and pitchwise-averaged axial
velocity V,  (Fig. 13), show satisfactory overall agreement.

Comparison of computed spanwise distributions of By with
LDA measurements shows quite satisfactory agreement, for all of
the 3 approaches used (Fig. 12). There are some discrepancies
(~5 deg for s €[0.75,0.95] at the S2|R3 interface). The SV-
RSM [34] computations with BASIC or MXOUT MPS give quasi-
identical results (Fig. 12).

Comparison of computed spanwise distributions of V, to LDA
measurements shows satisfactory agreement (Fig. 13), with the
exception of the near-casing region (s>0.7). The SV-RSM [34]
computations with basic or mxout MPs give quasi-identical results
(Fig. 13).

Comparison of computed spanwise distributions of ay; to both
LDA and probe measurements indicates quite good agreement
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with LDA measurements, at the rotor-exit planes (Fig. 10). There
are significant differences between the LDA and the probe mea-
surements at the rotor-exit planes (Fig. 10), for (s<0.5). The very
good agreement of the computations with the LDA measurements,
together with the intrusive character of the probe measurements,
suggest that the LDA measurements should be considered more
reliable. Again, the SV-RSM [34] computations with BASIC or
MXOUT MPs give quasi-identical results (Fig. 10).

Comparison of computed spanwise distributions of Pry 1O probe
measurements shows good agreement (Fig. 9), except at the
S2|R3 interface and at the S3 exit. The SV-RSM [34] computa-
tions with BASIC or MXOUT MPs are again in close agreement one
with another, despite some larger discrepancies compared to By,
ay, and V.

The spanwise distributions of 7, exhibit the larger differences
between the two MP averaging procedures (Fig. 11) The MXOUT
MPs systematically predict higher values of T, —and, ultimately,
give the best prediction at the compressor exit (Fig. 11).

Overall (Figs. 7 and 9-13), the SV-RSM [34] with MXOUT MPs,
gives consistently the best results. It is however difficult to draw
definitive conclusions from these comparisons because, for the
operating point studied in the present work, for which no extended
separation is observed, the linear two-equation Launder—Sharma
k-& model [33] performs quite satisfactorily, but also because the
deterministic stresses [56] due to the rotor/stator interactions were
not modeled.

4.4 A Note on Modeling. As noted earlier, it is beyond the
scope of this paper to evaluate different turbulence closures or
mixing-plane averages. To do this grid-converged computations of
many configurations, including all important technological details
(such as hub-leakage flows, cf. Sec. 4.2) and systematic compari-
son to measurements, are necessary. From the results obtained in
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the present paper, it appears that RSMs can improve the prediction
of flows dominated by large separation (e.g., NASA_37 rotor).
For flows that are not dominated by large separation (e.g., CREATE
compressor), results obtained using a linear k-& closure are rea-
sonably good; thus, the improvement is marginal. These conclu-
sions are corroborated by many previous studies on non-
turbomachinery flows [11,34]. Current work on turbulence
modeling by many researchers [9,57,58] focuses on the develop-
ment of continuous RANS-to-DNS (VLES) approaches, based on
anisotropic multiequation models for the unresolved stresses. The
extension of wall-normal-free RSMs from RSM-RANS to RSM—
VLES approaches, seems a promising area of future research [58].

5 Conclusions and Perspectives

In the present work, an efficient and robust implicit multigrid
Navier—Stokes solver with seven-equation RSM closures was de-
veloped and validated by computing a transonic compressor rotor
and a 3% stage compressor. The Reynolds-stress model (RSM)
closures used are based on robust quasilinear models for redistri-
bution, and on a wall-normal-free (WNF) formulation, completely
independent of wall distances.

The numerical method is based on a subiterative LDTS itera-
tion procedure, where the number of subiterations is dynamically
determined to achieve a prescribed tolerance of increment conver-
gence. This basic solver is augmented by multigrid applied on
mean flow variables only, which consistently speeds up the com-
putations by a factor ~3, independently of the turbulence model
used (RSM or k-g). It should be noted that for the complex flows
and for the stretched and strongly curved computational grids
used, this speed-up is quite satisfactory [59]. The numerical
method, combined with the robust quasilinear WNF RSMs, is
particularly efficient, the time to convergence with RSM closures
being approximately the same as that of the k-& closure, despite
the larger number of turbulence-transport equations (seven instead
of two). This is attributed both to some specific ingredients of the
numerical method (explicit-application of realizability constraints,
carefully designed approximate Jacobians for the implicit subit-
erations, LDTS), and to the physical representativity of the RSM
closure for the strongly anisotropic flows encountered in turboma-
chinery, compared to the lower-level k-g closures.

The numerical efficiency of the monogrid method could be im-
proved by (i) the use of a nonfactored linear-system solver
(GMRES), which should improve computational speed, and (ii)
by the replacement of the van Leer flux-vector splitting [54] by a
contact-discontinuity-resolving approximate Riemann solver (e.g.,
of the Harten Lax van-Leer with restored contact discontinuity
(HLLC) family [54]), which should allow equivalent resolution on
coarser grids. Concerning the multigrid strategy used (mean-flow
multigrid), it is well known [60] that convergence can be acceler-
ated by developing a fully coupled multigrid algorithm, including
the turbulent variables.
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Hydraulic Turbine Diffuser Shape
Optimization by Multiple
Surrogate Model Approximations
of Pareto Fronts

A multiple surrogate-based optimization strategy in conjunction with an evolutionary
algorithm has been employed to optimize the shape of a simplified hydraulic turbine
diffuser utilizing three-dimensional Reynolds-averaged Navier—Stokes computational
Sfluid dynamics solutions. Specifically, the diffuser performance is optimized by changing
five geometric design variables to maximize the average pressure recovery factor for two
inlet boundary conditions with different swirl, corresponding to different operating modes
of the hydraulic turbine. Polynomial response surfaces and radial basis neural networks
are used as surrogates, while a hybrid formulation of the NSGA-Ila evolutionary algo-
rithm and a e-constraint strategy is applied to construct the Pareto front from the two
surrogates. The proposed optimization framework drastically reduces the computational
load of the problem, compared to solely utilizing an evolutionary algorithm. For the
present problem, the radial basis neural networks are more accurate near the Pareto
[front while the response surface performs better in regions away from it. By using a local
resampling updating scheme the fidelity of both surrogates is improved, especially near
the Pareto front. The optimal design yields larger wall angles, nonaxisymmetrical shapes,
and delay in wall separation, resulting in 14.4% and 8.9% improvement, respectively, for
the two inlet boundary conditions. [DOI: 10.1115/1.2754324]

Keywords: surrogate model approximations, response surface methodology, neural

networks, Pareto fronts, evolutionary algorithms, diffuser

Introduction

Hydraulic turbine diffusers, or so-called draft tubes, are an im-
portant part of low and medium headed hydropower plants. They
recover kinetic energy into the head to improve the hydraulic
system’s overall efficiency. The designs of these diffusers have
traditionally been based on simplified analytical methods, and re-
duced and full scale experiments. In the last decades, however, the
usage of computational fluid dynamics (CFD) has dramatically
increased. Such computations are challenging and time consum-
ing, caused by complex flow features including turbulence, swirl,
separation, and secondary flow. The majority of the work reported
to date has been focused on the accuracy and reliability of the
CFD simulations [1-3]. At the same time it is evident that the
primary concern in the industry is not to analyze and understand
the flow; it is instead to improve the design capability for the
system. In this context a surrogate model-based optimization strat-
egy has been shown to be an effective tool for estimating the
responses of computationally expensive problems as exemplified
in other applications involving structural design and fluid design
optimization [4-9], as well as in diffuser shape optimization
[10-13]. The surrogate models provide global approximation of
the system response, and by using these models instead of com-
plex CFD simulations in the optimization phase, the total compu-
tational time in the design process can be reduced. Furthermore,
better insight into the design space characteristics, such as the
interplay between design variables and quantitatively ranked sen-
sitivity of the design objective with respect to the individual de-
sign variables [9], can be gained. However, the outcome of such a
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procedure is highly affected by the effectiveness of the surrogate
models. Examples of common surrogate models are polynomial
response surfaces, neural networks, and Kriging approximations
[4-14]. The selection of a suitable surrogate model is naturally
problem dependent, and it is therefore preferable to evaluate sev-
eral models in the optimization phase in order to chose the best
one [5,15,16]. Another important issue is how to search for the
optimal solution of the surrogate model approximation, especially
for multi-objective optimization problems. Multi-objective opti-
mization problems usually have several optimal solutions known
as Pareto optimal solutions, and there exist a number of ap-
proaches to find these solutions, like weighted sum strategy,
e-constraint strategy, and desirability functions [4,17,18]. Further-
more, one can employ evolutionary algorithms (EAs) [19-21] to
probe the solution space characteristics. On the other hand, the
EAs require a large number of function evaluations and are gen-
erally not suitable for expensive problems such as CFD-based
shape optimization. However, with the aid of surrogate model
approximations, these algorithms have recently been successfully
implemented for computationally costly problems [22,23].

In the present work, a multi-objective evolutionary algorithm in
conjunction with multiple surrogate model approximations will be
used to optimize the shape of a 3D hydraulic turbulent diffuser.
The diffuser in focus is an extension of the cone part of the
ERCOFTAC Turbine-99 Workshop draft tube [3], where optimal
solutions are sought for two competing inlet boundary conditions.
In prior work on turbulent diffuser shape optimization, competing
inlet boundary conditions have not been studied in detail
[10-13,24-28]. This issue is very important and challenging be-
cause the shape of the draft tube (and thus the performance of the
turbine) needs to be designed by considering the multiple opera-
tional modes at which a turbine operates. Hence, the chosen multi-
objective diffuser shape optimization problem will be scrutinized
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in detail using a hybrid formulation of the archiving elitist non-
dominating sorting genetic algorithm (NSGA-IIa) in conjunction
with a local search method (e-constraint strategy) by Goel et al.
[23,29-32] on a five design variable case. Surrogate models will
be applied based on response surface methodology and radial ba-
sis neural networks [6,14]. The objective function is defined for
simultaneous optimization of the pressure recovery factor for the
two competing operational modes of the diffuser, as mentioned
earlier. Major topics to be addressed are the interactions and
tradeoffs between competing objectives and the fidelity of mul-
tiple surrogate models.

In this paper we will first describe the diffuser geometry, the
multi-objective optimization problem definition, and the main
components of the optimization techniques. Then, we will present
the results based on the CFD analyses and discuss the outcome
and implications of the design optimization process.

Geometric and Problem Definition

Hydraulic turbine diffusers convert dynamic pressure into static
pressure by a gradual increase in the cross-sectional area. Their
performance is highly influenced by the wall shape and the cross-
sectional area ratio in combination with the velocity distribution at
the inlet. A typical measure of its efficiency is the average pres-
sure recovery factor C,, defined as

L f
A(Jllt

Aout

1
pdA—A—f pdA
A
C = = 1
? 1 (04’ M
1(%n
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2 Ain

where A is the area; p is the static pressure; Q is the flow rate; p
is the density, and the subscripts in and out correspond to the inlet
and outlet, respectively.

The geometry in consideration is a 3D extension of the inlet
cone part of the ERCOFTAC Turbine-99 Workshop draft tube [3],
since most of the pressure recovery is obtained in this portion of
the flow domain. Both the original Turbine-99 geometry and the
simplified geometry adopted in the present work are presented in
Fig. 1. The simplified geometry is used to reduce the computa-
tional load of the problem so that an optimization framework can
be established and general findings can be investigated. It is, how-
ever, important to notice that the exclusion of the elbow, or bend,
will have a huge impact on the flow field in the diffuser, especially
regarding secondary and recirculation flow patterns, and the opti-
mal shape of the simplified geometry obviously cannot be directly
transformed to the curved diffuser. Five cross sections, including
the inlet and outlet, are used to define the shape of the simplified
diffuser, as shown in Fig. 2. Cross sections 1 and 2 are elliptical,
while cross section 3 and the outlet are rectangular, so the diffuser
geometry includes nonaxisymmetric shapes and matches the
Turbine-99 draft tube exit area. Note also that the inlet profile
follows the Turbine-99 draft tube inlet. The four elliptical param-
eters ay, by, a,, and b,, together with the distance /, to cross
section 2, are used as design variables (i.e., five total design vari-
ables). The distance /; to cross section 1 is fixed at 178.8 mm. All
of these parameters are allowed to vary by about +24% compared
to the original design variables such that the area of cross section
1 is always smaller than the area of cross section 2.

The performance of the diffuser in terms of the pressure recov-
ery factor will be optimized for two competing inlet boundary
conditions, denoted as the 7 mode and R mode, respectively [3].
The T mode is based on measurements from the top point of the
propeller curve of the turbine, while the R mode represents mea-
surements from the right leg of the same curve as depicted in Fig.
3. The modes differ mainly in the amount of swirl present. Bound-
ary conditions regarding the axial and the tangential velocity pro-
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Fig.1 Three-dimensional models of the diffuser geometries in
focus: (a) ERCOFTAC Turbine-99 Workshop draft tube; and (b)
simplified diffuser geometry

files will follow experimental measurements, and quantities
needed by the turbulence model and the radial velocity profile are
taken from Ref. [3].

Under these conditions, the final multi-objective optimization
problem can be formulated as

Maximize: f=(C,(T mode),C,(R mode))”
Subject to:  g=(a, —a;,b,—b)T=0

236.46 mm = a; = 309.01 mm

236.46 mm = b; = 309.01 mm (2)
CONE EXTENSION
<1/ -3
1375.36
3487.9
CROSS-SECTIONS
A-plane

11 1.2 -3

B-plane b o h ol |
500
=1 -2 -3

Fig. 2 Two-dimensional sketch of the diffuser geometry and
its design variables. The dimensions are in millimeters.
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Best Efficiency

——R-Mode
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Fig. 3 Sketch of the propeller curve and the operational
modes

236.46 mm = a, = 381.56 mm
236.46 mm = b, = 381.56 mm

278.46 mm = [, = 429.80 mm

where f contains the two objective functions and g contains the
geometrical inequality constraints, while the remaining side con-
straints are the design variable bounds.

Optimization Approach

Surrogate-based optimization analysis can be seen as an ap-
proximation problem for which one aims at determining the true
relationship between the design variables, x=(x;, ...,xy), and the
calculated response y; from a prescribed set of data points, i.e., to
find y;=g(x). By this approach, the original computer model y can
be replaced with the surrogate model y;=h(x) in the optimizations
process to provide a faster and potentially more effective tool to
explore the design and solution space. The key steps in the ap-
proach, i.e., experimental design, computer analysis, surrogate
model construction, and design exploration, will be highlighted in
the following subsections.

Experimental Design. The first step in the surrogate-based op-
timization process is the selection of n data or design points for
the surrogate model approximation. This is a crucial step since the
predictive capability of the surrogate model used is strongly de-
pendent on the distribution of these points. Usually a design of
experiments (DOE) or a design and analysis of computer experi-
ment (DACE) strategy is adopted in order to select the data points
and to improve the fidelity of the surrogate approximation [7,8].
The DOEs are developed for physical experiments (especially
polynomial response surfaces) while the DACEs are designed for
computer analysis. It has also been shown by Giunta [33] that
using a DOE design strategy is superior to a random selection
strategy. Some examples of standard DOE strategies that can be
found in the literature are central composite design (CCD), face-
centered composite design (FCCD), and Box-Behnken design
(BBD) [14]. In addition there also exist a number of computer-
generated DOE strategies based on different optimal criterion like
A-optimal, D-optimal, G-optimal, and /-optimal also referred to as
Q-optimal [14], which might be preferable before standard DOE
strategies in problems with constrained design spaces or when the
total number of design points wants to be reduced. Examples of
standard DACE strategies, on the other hand, are Latin-
hypercube, orthogonal arrays, and minimax and maximin designs,
to name a few [7,8]. The choice of a suitable experimental design
strategy, however, is also problem dependent, exemplified by the
fact that the often used FCCD design method is only effective as
long as the number of design variables is modest [14].

Here, 34 initial data points were selected (including both the
central point and original design point) according to the I-optimal
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DOE strategy [14], as is listed in Table 1 since many of the tested
standard DOE and DACE designs strategies yielded to many un-
feasible data points in the design plan. The actual data points were
generated with the commercial software JMP 5.0.1A [34] using
coded (scaled) design variables that satisfied the noncoded con-
straints. In this case, a computer based DOE strategy was pre-
ferred instead of one of the standard strategies in order to satisfy
the constraints and to keep the total number of data points rela-
tively small. The /-optimal criterion was finally chosen based on a
comparison with the D-optimal criterion since the former gave the
smallest average prediction variance profile with the same amount
of data points in the design plan. The data points chosen using
I-optimal criterion are found by minimizing the following equa-
tion

I=ul(X"X)"'M] 3)
where X is the model design matrix and M is the moment matrix.

CFD Analysis. The second step in a surrogate-based optimiza-
tion process is the evaluation of the objective functions for each
data point in the experimental design plan. In this case, the objec-
tive functions (i.e., C, for the T and R modes) were obtained by
solving the 3D flow field for each diffuser design and inlet bound-
ary condition using the commercial CFD code CFX-5.7.1 from AN-
SYS [35]. To obtain a closed form of the solved Reynolds-
averaged Navier-Stokes (RANS) equations, the standard k-€
turbulence model with scalable wall functions was used. For the
numerical discretization of the continuity and momentum equa-
tions, a second-order upwind scheme was applied for the advec-
tion term, while a first-order upwind scheme was employed for
the turbulent equations to ensure positive physical quantities and
numerical stability. A consistent second-order accurate scheme,
the high resolution scheme, was tested for the turbulent equations,
but the impact on the turbulence models was negligible [36]. The
derivatives for the pressure gradient term and diffusion term were
obtained with shape functions. At the outlet of the fluid domain, a
zero-average static pressure condition was applied. The walls
were considered smooth, while the inlet boundary conditions were
altered between the 7' mode and R mode as described in the pre-
vious section. Overall, the numerical setup selected can satisfac-
torily predict the main flow field patterns in a draft tube diffuser
[3,36].

For each diffuser geometry, structured computational grids
were generated using the commercial grid generator ICEM CFD
5.1 [37]. In order to minimize the variation in grid quality, the
same topology and mesh parameters were used for all grid sys-
tems. The grid systems used are nonuniform, with clustering near
the walls, the inlet, and in the wake region downstream of the
runner. Grid layouts of different sizes were also evaluated in order
to determine the one that provided the best balance in terms of
accuracy, convergence, and execution time. The selected grid con-
sisted of 708k nodes.

Surrogate Model Construction. The third step in a surrogate-
based optimization process is the surrogate model approximation.
Using response surface methodology, a polynomial is fitted to the
evaluated data points according to the experimental design plan so
that it reflects the global behavior of the objective function over
the design space. Frequently, quadratic polynomials are employed
due to their cost effectiveness. For example, a quadratic response
surface (RS) model can be written as

> by (4)

i<j=2

n n
)7=bo+2bixi+2 b,-iX?+E
i=1 i=1

where ¥ is the system response; x; are the design variables; and b;
are the regression coefficients to be determined. The error €; be-
tween the approximated response y; and true response y; at each
data point can be expressed as
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Table 1 CFD data for the /-optimal designs and validated Pareto optimal solutions.

a; b, a, b, I, C, C,
Geo (mm) (mm) (mm) (mm) (mm) T mode R mode
34 T-optimal data points

*

1 269.07 269.07 309.01 309.01 397.8 0.71 0.75
2 236.46 236.46 236.46 381.56 429.80 0.51 0.60
3 236.46 236.46 294.50 236.46 429.80 0.41 0.48
4 236.46 236.46 294.50 309.01 278.46 0.33 0.43
5 236.46 236.46 367.05 381.56 323.86 0.31 0.42
6 236.46 236.46 381.56 236.46 278.46 0.27 0.37
7 236.46 236.46 381.56 309.01 429.80 0.47 0.56
8 236.46 265.48 236.46 265.48 278.46 0.54 0.57
9 236.46 272.74 309.01 338.03 369.26 0.60 0.69
10 236.46 277.64 323.52 277.64 354.13 0.60 0.69
11 236.46 301.76 381.56 381.56 429.80 0.56 0.55
12 236.46 309.01 236.46 309.01 399.53 0.52 0.53
13 236.46 309.01 371.40 309.01 278.46 0.35 0.36
14 239.65 309.01 252.41 381.56 278.46 0.63 0.57
15 258.22 279.30 332.23 279.30 354.13 0.69 0.74
16 266.47 272.51 266.47 272.51 429.80 0.56 0.58
17 267.86 236.46 267.86 309.01 354.13 0.59 0.66
18 270.29 287.25 304.11 381.56 429.80 0.76 0.76
19 271.28 272.74 271.28 348.91 354.13 0.73 0.75
20 272.74 272.74 309.01 309.01 354.13 0.73 0.76
21 272.74 272.74 381.56 359.80 278.46 0.60 0.71
22 272.74 284.00 327.15 284.00 278.46 0.74 0.74
23 272.74 307.89 381.56 307.89 429.80 0.63 0.62
24 272.74 309.01 316.26 309.01 339.00 0.66 0.60
25 279.99 254.51 381.56 254.51 369.26 0.69 0.75
26 287.25 236.46 371.40 381.56 429.80 0.62 0.65
27 300.00 236.46 307.06 236.46 323.86 0.59 0.57
28 309.01 236.46 309.01 381.56 278.46 0.41 0.35
29 309.01 236.46 381.56 309.01 278.46 0.52 0.52
30 309.01 243.72 309.01 323.52 429.80 0.64 0.59
31 309.01 275.60 381.56 275.60 414.67 0.68 0.59
32 309.01 288.92 309.01 288.92 278.46 0.61 0.60
33 309.01 296.36 309.01 296.36 429.80 0.57 0.58
34 309.01 309.01 381.56 381.56 354.13 0.56 0.56

15 Pareto optimal solutions obtained based on the 34-case design plan

(Geo 1-34)

35° 270.74 271.63 332.15 357.48 400.42 0.71 0.80
36" 272.18 274.27 329.19 373.96 417.54 0.72 0.80
37" 273.13 275.34 330.09 381.56 429.80 0.72 0.80
38° 273.89 267.19 380.78 272.39 344.43 0.70 0.78
39° 272.72 275.12 319.61 373.84 423.72 0.73 0.80
40° 278.02 277.13 338.64 362.19 423.47 0.74 0.79
41¢ 278.78 266.81 381.56 33291 425.48 0.71 0.80
42¢ 280.81 268.68 380.49 333.63 429.80 0.72 0.80
43¢ 277.29 273.73 344.45 353.16 429.80 0.73 0.79
44° 275.70 267.25 373.86 29221 339.24 0.70 0.79
45¢ 275.13 276.12 331.33 367.87 410.23 0.73 0.80
46° 282.41 278.19 349.40 358.82 411.24 0.76 0.78
47° 276.10 273.16 361.75 372.31 404.83 0.72 0.82
48° 275.30 274.80 338.50 373.54 411.03 0.73 0.81
49° 273.49 278.58 307.31 381.56 406.79 0.75 0.79

15 Pareto optimal solutions obtained based on the 34-case design plan

(Geo 1-49)

50° 272.86 270.39 346.30 350.90 398.02 0.71 0.80
51° 274.19 273.77 331.20 355.37 396.25 0.72 0.80
52¢ 270.76 281.42 294.48 381.56 387.75 0.76 0.78
53° 272.09 267.69 366.31 344.93 410.13 0.70 0.79
54° 279.60 269.03 371.75 325.27 384.28 0.72 0.80
55‘? 268.91 300.35 284.62 381.56 405.08 0.72 0.66
56° 278.24 267.55 381.56 338.91 419.91 0.71 0.81
57¢ 278.70 269.29 381.56 339.94 429.23 0.71 0.81
58° 283.56 285.29 283.56 285.29 278.46 0.66 0.66
59¢ 271.86 267.23 374.25 337.37 397.46 0.70 0.79
60" 280.70 268.35 374.26 313.88 369.91 0.81 0.80
61 289.22 271.84 363.37 306.03 352.68 0.77 0.77
62° 274.28 270.42 350.03 350.03 396.26 0.71 0.81
63° 274.29 274.10 326.98 356.67 39391 0.75 0.76
64° 269.37 281.57 270.15 381.56 373.42 0.75 0.76
*Original geometry.
“Full quadratic RS model.
"Ordinary RBNN model.
Full quadratic RS model excluding outliers.
YRBNN model excluding outliers.
“Reduced quadratic RS model.
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vi=vi+e, i=1,2,....n (5)

The error term in Eq. (5) represents random noise errors and mod-
eling errors. The former type originates from background noise
and/or measurement/numerical errors which are absent in deter-
ministic computer models, while the latter is plainly an outcome
of the insufficient flexibility of the approximation of the chosen
polynomial. Equations (4) and (5) can now be combined to yield
the following expression

y=XB+e (6)

where y is the response vector; X is again the model design ma-
trix; B is the regression coefficient vector; and € is the error
vector. The regression coefficient vector B8 in Eq. (6) are usually
determined by the method of least squares, i.e., minimizing the
sum of the square of the errors SSp

SSp= > 82 =cle=(y-XB) (y-XPB) (7)
i=1

giving the least square estimator b of the regression coefficients 3
as

b= (X"X)"'XTy (8)
The final RS model can then be expressed as
¥(x)=x"b )

which can be used to predict an approximated response y for an
arbitrary data point x.

The fidelity of the RS model can be judged by comparing a
number of quality statistics. The two most commonly used, the
coefficient of multiple regression, R2, and its adjusted form, Rz,
are defined as

R2=1—§—2E (10)
T
2, SSen-1) _ _(n—l) o
ar ssT/(n—l)"1 n—r (1-R) (1
where
SSg= E (yi —)71')2 (12)
i=1
n 1 n 2
ssT=Ey?—;<Ey,-) (13)
i=1 i=1

and r is the number of regression coefficients. These two mea-
sures determine the proportion of the variation around the mean in
the response which can be captured by the RS model. The Ri
value also takes into account the degrees of freedom and is there-
fore generally more trustworthy. Based on Egs. (10) and (11), it
can be concluded that the range of these two quantities is between
[0, 1], where a value close to one corresponds to a good fit. Two
other relevant quality measures are the root mean square (RMS)
error o and its adjusted counterpart o, each defined as

o= (14)
n

o=/ 5S¢ (15)
n—r

are estimations of the standard error of the RS model. To check
the significance of each regression coefficient B; (i.e., Hy: 8;=0,
H1: B;#0), the f, test statistic is commonly used. It rejects the
null hypothesis (H,) if
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b;

o’C;;

a

|t0| = > tﬂ/Z,n—p (1 6)

where C;; is the diagonal element to (X'X)~! corresponding to S3;,
and is the significance level. Note that this is only a partial test
because the regression coefficient 3; depends on all variables in
the model.

In radial basis neural networks (RBNN) the approximation ¥; of
the true response y; is obtained by employing neurons (percep-
trons) in a two-layer network. The first hidden layer consists of
radial basis neurons, while the second output layer consists of
linear neurons. The RBNN networks differ from standard back-
propagation neural networks in the use of radial basis neurons, in
which the transfer function is formed differently. For radial basis
neurons, the transfer function is given as a bias scaled vector
distance between the weights and the inputs, while in standard
neurons (as linear and sigmoid neurons) it is given by the sum of
the weighted input and a bias. The transfer function, a, repre-
sented by the radial basis function can be expressed as follows for
each neuron

o = e~(lv=xlp> (17)
and in the output linear layer by the linear function
a=wx+b (18)

where b is the bias; w is the neuron weight vector; and X is the
design variable (input) vector. The RBNN networks are therefore
also trained or fitted differently than standard backpropagation
networks which normally use a gradient descent algorithm. In
principle, each neuron in the hidden radial basis layer is assigned
a weight w equal to one of the data points x in the experimental
design plan. Therefore, each neuron acts as a detector for a given
input. The bias for each neuron is set to 0.8326/spread, where
spread is a user defined constant and determines the radius of
influence of each neuron. Large values of spread can result in flat
networks since many neurons will have high response to a given
input, while small values of spread can result in many neurons
with poor response to a given input. Hence, the best value of the
spread constant can be found by comparing the RMS error o in
Eq. (14) for different spread constants. The bias b and the neuron
weights w of the output linear layer is in turn found explicitly by
simulating the output of the hidden radial basis layer and combin-
ing it with knowledge of the target output.

In general, the RBNN model is generated by adding neurons
one by one to the hidden radial basis layer until the network error
falls beneath a predetermined error goal or when the maximum
number of neurons has been reached. At each iteration, the
weights of the added neuron are set to the input vector x that
lowers the network error at most. This procedure is usually done
recursively. First the network is exposed to the training data and
then it is tested with the validation data for a large range of goal
and spread constants. The values of goal and spread that produce
the smallest error according to Eq. (14) in the validation data, i.e.,
o,, are then finally selected before the range of goal and spread
are reduced and some new values are identified. This cross vali-
dation continues until the goal and spread combination that mini-
mizes the error in the validation data is found. A special RBNN
network design, with zero network error on the training vectors,
can be created by adding as many radial basis neurons as there are
input vectors.

The advantage of radial basis networks as compared to standard
backpropagation networks is that they often can be constructed
much faster. However, with many neurons employed, the RBNN
can “overfit” the training data while potentially deteriorating the
overall accuracy. In this study the RS and the RBNN were imple-
mented in MATLAB 7.0.1 using coded design variables [38].

A frequently used method to improve the quality of the surro-
gate models is to detect and eliminate outliers. Outliers are indi-
vidual data points that do not follow the overall trends seen in
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other data points. In this work a method analogous to the iterative
reweighted least square (IRLS) approach suggested by Beaton and
Tuckey [39] was applied to both surrogate models. In principle,
the method assigns low weights to outliers and by refitting the
surrogate model with these weights the effects of the outliners can
be suppressed. This process is repeated until convergence. The
weight w; that is given to a data point in this case is

ledo] 27 .
1- 5 , if |e/a]l =B
w;=

0, otherwise

(19)

where B is a tuning parameter usually having a value between 1
and 3; and e, is the residual. In, this case a value of 1.9 was chosen
for B.

Design Exploration. The final step in the surrogate-based op-
timization analysis is the design exploration where the optimal
design variables are sought. In general there exists two broad
classes of optimization tools: gradient-based and nongradient-
based algorithms. Optimization frameworks based on gradient-
based algorithms have drawn the most attention in the past years
[4-13]. They are suitable when the objective function is smooth
and the optimums are clearly identifiable. However, for multiple-
objective optimization problems or noisy and complex objective
functions, EAs are usually more effective because they not only
present multiple scenarios to allow for more informed analyses
and tradeoffs, but they also enable one to examine the character-
istics of the entire design space so that the impact of individual
design variables on the system response can be better assessed. In
this study, in order to assess the interplay of the multiple objec-
tives, the Pareto optimal solutions were found by using a hybrid
formulation of the archiving elitist NSGA-Ila and a local search
method (e-constraint strategy) developed by Goel et al. [23].
Here, the real coded version of the algorithm was used. “Real
coded” means that the crossover and mutation operator is con-
ducted over real rather than binary space, and archiving the Pareto
optimal solutions is dynamic rather than static. The e-constraint
strategy was chosen as the local search method since it has been
shown that it can improve the Pareto optimal solutions further
[23]. The algorithm was implemented in MATLAB 7.0.1 [38], and is
described as follows:

1. Randomly initialize a parent population of size pop;

2. Compute objectives and constraints for each individual in
the parent population;

3. Rank the parent population based on feasible designs, non-
domination criteria and crowding distance;

4. Copy possible elite individuals in the parent population to
the elite archive;

5. For each generation, gen

e Generate a child population of size pop from the parent
population based on the parents’ individual rankings us-
ing the genetic operators: selection, crossover, and muta-
tion;

e Compute objectives and constraints for each individual
in the child population;

¢ Combine the two populations, child and parent, and rank
them based on feasible designs, nondomination criteria,
and crowding distance;

¢ Select a new parent population of size pop from the com-
bined populations based on their individual ranking;

e Update the elite archive by copying the new elite indi-
viduals in the combined population to the archive, then
delete possible duplicates and remove nonelitists based
on nondomination criteria in the archive; and

6. Improve and avoid Pareto drifts in the elite archive by using

a local search method on each individual in the archive, then
remove nonelitists based on nondomination criteria.
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The selection, crossover, and mutation operators in the above al-
gorithm were set to two-crowded binary tournament selection op-
erator, simulated binary crossover (SBX) operator, and polyno-
mial mutation operator, respectively. In the two-crowded binary
tournament selection operator, the best one of two randomly se-
lected individuals in the parent population is chosen as a parent.
This tournament process is repeated until the mating pool is full,
with at most two copies of each parent in the mating pool. The
SBX operator is next used to mix the genetic information between
two parents (P;) in the mating pool in order to create one child
(C,) near each of the parents with a high crossover probability py

C1=0.5[(1+ By P+ (1 - By)P,]

(20)
Cy=0.5[(1 = By)Py + (1 + Bx)P,]

where

1 .
(2u) 7t if u<0.5

1 .
(121 = u) 741, otherwise

and 7y is the crossover distribution parameter and u is a random
number between [0, 1]. The polynomial mutation operator is fi-
nally adopted to create a random change in a child with a certain
mutation probability pj,

C=P+(PUP—PLOW)5M

where
1 .
Qu)7+1, if u<0.5
Sy = " 1 . 21
1- (1= u) g1, otherwise
and 7, is the mutation distribution parameter, and P and POV

are the bounds.

Results and Discussion

The CFD solutions for the construction and validation of the
surrogate models were obtained for a total of 64 geometries
shown in Table 1. The first 34 geometries correspond to the com-
puter generated /-optimal designs while the rest represent the CFD
validated Pareto optimal solutions. Of these latter points, the first
15 are Pareto optimal solutions based on the original 34-case de-
sign plan containing the /-optimal designs, while the remaining
ones are based on an enhanced 49-case design plan. The latter
design plan was constructed by adding the first 15 CFD validated
designs points to the original design plan in order to improve the
accuracy of the surrogate models, i.e., a local resampling updating
scheme. Having two inlet boundary conditions for each design
point, the total number of performed CFD simulations boils down
to 128 (64x2). Each of these CFD simulations was assumed
converged when all the RMS residuals had dropped to about 1076
(four orders of magnitude), which is sufficient for most industrial
applications according to Ref. [35]. The average y, values for
each calculation at near wall nodes was about 42 for the diffuser
wall, and about 52 for the runner wall, which are sufficient based
on established practices [35]. The run time for one simulation was
approximately 8 CPU h on a dual Intel Xeon 2.4 GHz 32-bit pro-
cessor and with 2 GB ram available. Once the Pareto fronts were
constructed, the CFD validated Pareto optimal solutions were se-
lected from sets containing 255-434 solutions for the 34-case de-
sign plan and 333-656 solutions for the 49-case design plan, de-
pending on the surrogate model approximation. The input
parameters for the hybrid NSGA-IIa algorithm for the construc-
tion of the Pareto fronts were chosen based on an extensive para-
metric study, and were set to the following values:

* Population size, pop 100;

¢ Generations, gen 250;

e Crossover probability, py 1.0;

* Crossover distribution parameter, 7y 5.0;
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Fig. 4 Solution space (green dots), Pareto front (red dots), CFD calculated designs (blue
and red stars), and the hybrid NSGA-lla evaluated designs (black dots) for the constructed
surrogate models: (a) full quadratic RS model based on the 34-case design plan; (b) full
quadratic RS model based on the 49-case design plan; (¢) RBNN model based on the 34-
case design plan; and (d) RBNN model based on the 49-case design plan

structed for each objective and each design plan, as summarized
in Tables 2 and 3. These include: (a) the full quadratic RS model,
(b) the reduced quadratic RS model omitting regression coeffi-
cients with a r-ratio less than 1.0; and (c) the full quadratic RS
model excluding outliers with a weight less than 0.1, respectively.
The full quadratic RS models based on the 34-case design plan
was, however, of poor accuracy as seen in Table 2 by its low Ri

* Mutation probability, p,, 0.2; and
¢ Mutation distribution parameter, 7;, 20.0.

The total number of evaluated functions, for each surrogate model
and both objectives in the hybrid NSGA-Ila algorithm was there-
fore 50,000 (100X 250X 2), as seen in Fig. 4 (black dots).

Optimization Analysis. Only quadratic polynomials were con-

sidered in this study for the construction of the RS models, since
the number of data points needed grows rapidly as the order of the
polynomial increases. Specifically, three RS models were con-

and high o, values for both the 7 and R modes (R2=0.91 and
0.82, respectively, 0,,=0.038 and 0.051). Comparable results were
also obtained for both objectives using the reduced quadratic RS

Table 2 Fidelity of the quadratic RS models based on the original 34-case design plan

Full quadratic RS* Reduced quadratic® Full quadratic RS®

model RS model model excl. outliers
C, T mode R mode T mode R mode T mode R mode
Mean 0.57 0.60 0.57 0.60 0.58 0.59
o, 0.038 0.051 0.038 0.049 0.023 0.027
o 0.025 0.037 0.024 0.031 0.012 0.014
# of obs. 34 34 34 34 29 29
R2 0.96 0.93 0.96 0.90 0.99 0.99
RZ 0.91 0.82 0.91 0.83 0.96 0.95

“Full quadratic RS model (see Eq. (4) and Table 4).
bOmitling regression coefficients with z-ratio less than 1.0 (see Table 4).
“Excluding outliers with a weight less than 0.1 (7 mode: {Geo 4, 13, 16, 22 and 30} and R mode: {Geo 10, 16, 21, 31 and 33}).
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Table 3 Fidelity of the quadratic RS models based on the enhanced 49-case design plan

Full quadratic RS*

Reduced quadraticb Full quadratic RS®

model RS model model excl. outliers
C, T mode R mode T mode R mode T mode R mode
Mean 0.62 0.66 0.62 0.66 0.62 0.66
o, 0.030 0.035 0.030 0.035 0.016 0.018
o 0.023 0.027 0.023 0.027 0.011 0.013
# of obs. 49 49 49 49 42 44
R2 0.97 0.96 0.97 0.96 0.99 0.99
R? 0.95 0.93 0.95 0.94 0.99 0.98

“Full quadratic RS model (see Eq. (4) and Table 5).
bOmitting regression coefficients with #-ratio less than 1.0 (see Table 5).

“Excluding outliers with a weight less than 0.1 (7 mode: {Geo 10, 13, 16, 21, 22, 30, and 32} and R mode: {Geo 10, 16, 21, 31, and 33}).

model (R2=0.91 and 0.83, respectively, 0,,=0.038 and 0.049), as
seen Tables 2 and 4. By excluding outliers, however, the fidelity
of the RS models become enhanced in both objectives (R5=0.96
and 0.95, respectively, 0,,=0.023 and 0.027), as seen in Table 2. A
note of caution regarding the so-called outliers should be made.
As investigated by Mack [16] and Goel [40], the outliers may
suggest unusual but desirable points from the viewpoint of design
optimization. Therefore, in the present approach a local resam-
pling updating scheme was employed, meaning that once the
Pareto front had been constructed, additional cases along the
Pareto front were added to the original design plan to enhance the
fidelity of the surrogate models in the critical region. Specifically,
three data points on the Pareto front were selected using a
weighted sum approach with weights (1,0), (0.5,0.5), and (0,1)
from each of the three fitted quadratic RS models in Table 2 and
from the two constructed RBNN models in Table 6 (explained
later) that were then added to the 34-case design plan. By this
approach, the accuracy of the three quadratic RS models, now
being based on the enhanced 49-case design plan, becomes more

satisfactory (R2=0.95 and 0.93 respectively, 0,=0.030 and 0.035
for the full quadratic RS model), as shown in Tables 3 and 5.
Furthermore, the fidelity of all three quadratic RS models, shown
in Tables 2 and 3, is somewhat higher for the 7" mode than for the
R mode.

For the construction of the RBNN models, two models were
tested for each objective and each design plan, as shown in Tables
6 and 7. These two are the (b) ordinary RBNN model and the (c)
RBNN model excluding outliers with a weight less than 0.1. In
both models, about 20% of the data points in each design plan
(seven and ten, respectively) were randomly selected as the vali-
dation set as seen in Tables 6 and 7. As in the quadratic RS
models, the fidelity of the RBNN models for both objectives be-
comes enhanced by excluding outliers. They are also enhanced by
using the 49-case design plan as shown by the decrease in o, and
o between the RBNN models in Tables 6 and 7. It is also noticed
that the improvement in o, is related to the number of validation
points being dismissed as outliers. For example, the ordinary

Table 4 Regression coefficients and t-ratios of the full and reduced quadratic RS models based on the 34-case design plan

Full quadratic RS model” Reduced quadratic RS model”

Term T mode t ratio R mode t ratio T mode t ratio R mode t ratio
Inter. 0.737 48.2 0.778 38.5 0.737 48.6 0.773 40.5
a, 0.035 2.7 —0.005 -03 0.042 4.2 0 0

b, 0.019 1.5 ~0.011 -07 0.015 1.3 0 0

a 0.015 0.9 0.026 1.1 0 0 0.015 0.9
b, 0.033 2.1 0.042 2.0 0.033 2.1 0.029 1.8
A 0.015 L5 0.013 1.0 0.014 1.4 0.012 1.0
bja, -0.023 -2.0 0.007 0.4 -0.024 22 0 0

asa, 0.059 3.1 0.059 23 0.045 3.5 0.048 2.6
bsa, -0.021 -15 -0.017 -0.9 -0.019 -1.4 0 0

Lay -0.021 -2.0 -0.023 -1.7 -0.020 -1.9 -0.022 -1.7
asb, -0.012 -0.9 -0.017 -1.0 0 0 0 0

bab, 0.040 2.4 0.043 1.9 0.042 25 0.030 1.6
Lyb, -0.034 -3.1 -0.033 -2.3 -0.034 -3.2 -0.036 -2.6
baa, -0.035 -2.2 -0.020 -0.9 -0.035 -2.3 0 0

La, 0.044 3.5 0.022 1.3 0.045 3.7 0.019 12
Lb, 0.043 32 0.046 26 0.040 3.1 0.047 2.8
a -0.102 -6.3 -0.112 -5.2 -0.101 -6.2 -0.109 -5.3
b3 -0.101 -5.7 -0.124 -5.3 -0.103 -5.9 -0.121 -5.5
a; -0.043 -1.8 -0.035 -1.1 -0.026 -15 -0.022 -0.9
b3 -0.030 -14 -0.047 -1.7 -0.031 -15 -0.035 -1.5
B -0.031 -1.9 -0.043 -2.0 -0.034 -2.1 -0.048 -2.3

“Full quadratic RS model (see Eq. (4)).
bOmitting regression coefficients with ¢ ratio less than 1.0.
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Table 5 Regression coefficients and t ratios of the full and reduced quadratic RS models based on the 49-case design plan

Full quadratic RS model” Reduced quadratic RS model”

Term T mode t ratio R mode t ratio T mode t ratio R mode t ratio
Inter. 0.728 70.8 0.784 64.8 0.728 72.4 0.783 66.5
a 0.039 39 -0.005 -0.4 0.042 5.5 0 0
b, 0.023 24 -0.013 -1.1 0.019 22 -0.014 -1.3
a 0.008 0.6 0.028 1.8 0 0 0.024 2.0
b, 0.024 2.1 0.042 3.1 0.025 22 0.042 32
A 0.011 1.6 0.013 1.5 0.011 1.5 0.013 1.6
bia, -0.023 -2.5 0.006 0.6 -0.024 -2.8 0 0
asa, 0.052 35 0.059 3.4 0.045 4.4 0.053 4.1
bsa, -0.023 2.1 -0.016 -13 -0.021 -2.0 -0.015 -12
La, -0.022 2.6 -0.024 2.4 -0.021 25 -0.023 24
ayb, -0.010 -1.0 -0.017 -1.4 0 0 -0.016 -14
bab, 0.035 2.7 0.043 2.8 0.037 2.8 0.044 29
Lyb, -0.035 —4.1 -0.034 -33 -0.035 —4.1 -0.035 -35
baay -0.035 -2.9 -0.022 -15 -0.036 -3.0 -0.022 -15
La, 0.042 4.4 0.023 2.0 0.043 45 0.022 2.0
Lb, 0.037 3.8 0.047 4.0 0.036 3.7 0.047 4.1
a -0.095 -7.7 -0.116 -8.0 -0.095 -7.8 -0.113 -8.1
b -0.092 -7.1 -0.129 -85 -0.094 -75 -0.131 -89
a; -0.034 -2.0 -0.030 -15 -0.025 -23 -0.024 -15
b3 -0.028 -1.8 -0.048 -2.6 -0.028 -1.8 -0.047 -2.6
B -0.038 -32 -0.046 -33 -0.039 -34 -0.048 -3.6

“Full quadratic RS model (see Eq. (4)).
hOmitling regression coefficients with ¢ ratio less than 1.0.

RBNN model for the 7' mode, based on the 34-case design plan, is
improved (o, decreased from to 0.035 to 0.002) due to the fact
that all outliers actually corresponded to validation data points, as
shown in Table 6. In general, however, the size and deviation in o,
o, # of neurons, spread, and goal in Tables 6 and 7 between the
different RBNN models, indicate that the prediction capabilities of
the RBNN models are adequate. Moreover, the fidelity of the two
RBNN models is generally higher for the R mode than for the T
mode, in contrast to the quadratic RS models, as seen in Tables 5
and 6.

As indicated in Tables 2, 3, 6, and 7, the o values are generally
lower for the RBNN models as compared to those for the qua-
dratic RS models. Hence, in the present case, the RBNN models
are considered better than the quadratic RSM models. Examining
the Pareto fronts in Fig. 4, where the solution space (green dots)
of the two competing objectives is plotted for alternative surrogate
models and design plans, it is also observed that the predictive
capabilities near the Pareto front are better for the RBNN models.
In fact, the fidelity of the quadratic RS models in this region is
poor, since the shape of the Pareto front (red dots) is not in agree-

Table 6 Fidelity of the RBNN models based on the original
34-case design plan

ment with the CFD data for any of the design plans (blue and red
stars). Instead, the shape of the Pareto front, for both design plans,
seems to converge into a single optimum solution, due to the
sharp-edged solution spaces. In addition, the variation in the
Pareto front shape (and solution space) as a function of the design
plan (number of data points) is small, due to the properties of the
fitted quadratic polynomials. Reducing the design space near the
Pareto front or using higher order polynomials would probably
give larger variations and better agreements. The RBNN models
on the other hand generally have a more blunted solution space,
and the shape of the Pareto front corresponds better to the CFD
data in this region, as shown in Fig. 4. It is also observed that the
variation in the Pareto front shape as the number of data points
increases is larger for the RBNN models. In particular, the Pareto
front based on the enhanced 49-case design plan is the preferred
surrogate model and seems to match the CFD data, except for
high C,, values in the T mode and low C,, values in the R mode, as
seen in Figs. 4 and 5. The fidelity of the Pareto front based on the
original 34-case design plan, however, is poorer and comparable

Table 7 Fidelity of the RBNN models based on the enhanced
49-case design plan

Ordinary RBNN® RBNN model excl.®

Ordinary RBNN" RBNN model excl.’ model outliers
model outliers

C, T mode R mode T mode R mode
C, T mode R mode T mode R mode

Mean 0.62 0.66 0.62 0.66
Mean 0.57 0.60 0.56 0.60 3 0.030 0.012 0.008 0.007
o, 0.035 0.018 0.002 0.009 0.014 0.007 0.005 0.004
o 0.017 0.010 0.001 0.005 # of neurons 29 28 29 27
# of neurons 23 24 25 25 # of val points” 10 10 10 10
# of val points® 7 7 7 7 spread 0.001 0.001 0.001 0.001
spread 0.001 0.001 0.001 0.001 goal 1.8 1.9 1.6 2.0
goal 1.9 1.8 1.7 1.7

“Validation points randomly selected ({Geo 7, 16, 15, 27, 30, 32, and 34}).
Ordinary RBNN model.

“Excluding outliers with a weight less than 0.1 (7 mode: {Geo 7, 16, 27, 30, 32, and
34} and R mode: {Geo 16, 24, 27, and 32}).

1236 / Vol. 129, SEPTEMBER 2007

“Validation points randomly selected ({Geo 15, 27, 30, 32, 35, 40, 41, 44, 45, and
47}).

°Ordinary RBNN model.

“Excluding outliers with a weight less than 0.1 (7 mode: {Geo 27, 30, 32, and 45} and
R mode: {Geo 9, 27, 32 and 48}).
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Fig. 5 Solution space (green dots) for the RBNN model based
on the enhanced 49-case design plan, and all calculated CFD
data points (blue and red stars): (a) whole solution space; (b)
zoomed solution space

to the ones estimated by the quadratic RS models. In fact, it also
tends to converge to a single optimum solution, as seen in Fig. 4.
Furthermore, it can be assessed that the quadratic RS models is, to
some extent, more accurate away from the Pareto front than the
RBNN models. In addition, it is also observed that all of the
selected and CFD validated Pareto optimal solutions except one
(Geo 58) actually improve at least one of the two objectives as
compared to the original design (Geo 1) as seen in Fig. 5 and in
the C, values of Table 1. This solution was obtained with the full
quadratic RS model omitting outliers, and the shape of its diffuser
geometry is quite different from the rest of the validated geom-
etries, as seen in Table 1. However, the overall best CFD validated
design point (Geo 60) seems not to be located on the Pareto front;
instead it is an outlier that appears to be a single optimum point,
as shown in Fig. 5. This source of the outcome needs to be further
evaluated from the computational and surrogate modeling, and
fluid dynamics viewpoints.

In geometrical terms the optimization result shows that the dif-
fuser wall angle can be larger, and that a nonaxi-symmetrical
cross-sectional shape is preferable in comparison to an axi-
symmetrical one to gain the best performance due to the rectan-
gular outlet area (see geometries in Table 1). How much the wall
angle can increase depends on the choice of the tradeoffs between
the competing objectives. The maximum improvement of the

Journal of Fluids Engineering

pressure recovery is 14.4% for the 7’ mode and 8.9% for the R
mode, and is obtained for Geo 60 and Geo 47, respectively. How-
ever, the overall most favorable design is Geo 60, for which the
wall angle increases with approximately 3.5 deg at the B plane
(see Fig. 2 for plane definition).

Flow Analysis. The calculated steady flow field typically ex-
hibits a stagnation or recirculation bubble downstream from the
runner. In some cases there is separated flow near the walls, as
shown in Fig. 6 for designs representing the original (Geo 1),
overall best (Geo 60), and worst (Geo 6) geometry. The size of the
stagnation bubble and the wall separated zones is highly geometri-
cally dependent, and generally the optimal shape occurs with a
relatively small stagnation bubble and with flows in the onset of
wall separation. These observations also follow earlier investiga-
tions in this area as seen in Refs. [24-27]. Comparing the overall
best (Geo 60) and original (Geo 1) geometry in Fig. 6, it is noticed
that the stagnation bubbles between the geometries are of compa-
rable sizes for each operational mode. However, the larger wall
angles of the former geometry, without any wall separation, allow
the flow to operate with a larger inlet to outlet area ratio, which
leads to improvement in the diffuser performance (pressure recov-
ery factor). This efficiency improvement is also more pronounced
for the T mode, mainly due to its somewhat larger difference in
the size of the stagnation bubble as compared to the R mode,
which has a higher swirl factor. In general, the flow field charac-
teristics can be divided into three major groups based on the sizes
and locations of the separated zones as illustrated in Fig. 7. Group
A corresponds to diffuser geometries with “bad” performance,
where strongly separated flow regions appear near the walls,
and/or there is a large stagnation bubble downstream from the
runner. Group C contains diffuser geometries with “good” perfor-
mance, where the flow is largely attached with a small stagnation
bubble. Finally, the geometric characteristics of Group B are lo-
cated between Groups A and C.

Conclusion

The present study reports our efforts in the shape optimization
of a simplified 3D hydraulic diffuser by maximizing the pressure
recovery for two competing inlet velocity profiles. Such real-
world design problems can be effectively addressed by using mul-
tiple surrogate models. In particular, RBNN and polynomial RS
models can be fruitfully employed to offer contrast. The accuracy
of the global surrogate model can be improved by judiciously
adding data points once the Pareto optimal solutions are created.
By excluding outliers and uncertain regression coefficients for the
RS model in a reasonable manner, the accuracy of the surrogates
can be improved even further. Furthermore, it is demonstrated that
by using global surrogate approximations in conjunction with an
evolutionary algorithm, a Pareto front can be constructed on a
computationally limited budget as compared to using an evolu-
tionary algorithm. In the present design problem, the fidelity of
the Pareto front improves as the number of data points increases,
and the RBNN model performs better than the quadratic RS
model. The optimization resulted in optimal 3D hydraulic diffuser
designs with very small separation regions. An interesting result is
that the corresponding geometries are not axi-symmetric, thus giv-
ing ideas of innovative designs in the future. However, it is im-
portant to notice that these optimal designs cannot directly be
applicable to the original geometry, due to the present geometry
simplification, (see Fig. 1).

In summary, the proposed methodology is found to be very
promising when solving complex multi-objective and computa-
tionally expensive design problems. In particular, it helps to visu-
alize and assess tradeoffs among different design objectives, of-
fering a systematic and efficient framework to address the design
optimization issues in fluid machinery.
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bias in neural networks transfer functions
major ellipse axis, or estimated regression co-
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References

residual of true and approximated response
number of generations used in the evolutionary
algorithm

goal constant in radial basis neural networks
null hypothesis

I-optimal criterion in DOE design

length

number of design points

number of design variables

static pressure

parent in crossover and mutation operators
population size used in the evolutionary
algorithm

volume flow rate

number of regression coefficients in polyno-
mial response surfaces

coefficient of multiple regression in polynomial
response surfaces

adjusted coefficient of multiple regression in
polynomial response surfaces

spread constant in radial basis neural networks
error sum of square in polynomial response
surfaces

total sum of squares in polynomial response
surfaces

test statistic in polynomial response surfaces
random variable

design variable

response

surrogate model response

regression coefficients in polynomial response
surfaces

error

mutation probability

crossover probability

density

mutation operator distribution parameter
crossover operator distribution parameter

root mean square error

adjusted root mean square error

root mean square error of validation data
points
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A potential flow and viscous flow solver have been coupled to
produce a robust computational tool useful for the design of low-
speed wind tunnel contractions. After validation against published
numerical and experimental wind tunnel data, the method is used
to evaluate recently proposed contraction shapes from the litera-
ture. The results show that, on balance, a fifth-order polynomial
provides a good design solution. Newly proposed shapes will ei-
ther improve available flow area at the expense of contraction
outlet flow uniformity or vice versa. [DOI: 10.1115/1.2771578]

1 Introduction

When designing a new wind tunnel contraction section, the
engineer must choose a shape that simultaneously reduces overall
wind tunnel losses and provides a high quality test flow at the
working section. A contraction should be designed to prevent flow
separation along its walls and also to minimize exit plane bound-
ary layer thickness and flow nonuniformity. A popular and suc-
cessful choice for wind tunnel contraction shapes has been the
fifth-order polynomial originally identified by Bell and Mehta [1].
Recently, Brassard and Ferchichi [2] have proposed a modifica-
tion to Bell and Mehta’s fifth-order polynomial that allows the
designer to model any shape, particularly those that were previ-
ously described as the qualitative “by-eye” technique, which some
designers prefer [2,3]. While Brassard and Ferchichi have pro-
vided an excellent method to describe these shapes, a quantitative
evaluation of their performance was not presented.

A potential flow solver and a laminar viscous solver have been
coupled to produce a method of calculating the performance of
two-dimensional wind tunnel contractions. This method was used
to evaluate the performance of recently proposed wind tunnel con-
traction shapes of Brassard and Ferchichi. In addition, shapes used
by the Royal Institute of Technology, Sweden [4] and the Univer-
sity of Tasmania, Australia [5] were also evaluated as part of the
study. It is the intention that the results presented here will assist
engineers in the design of future wind tunnel components.
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2 Numerical Method

While accurate and common, the solution of a three-
dimensional viscous flow field using a Reynolds averaged ap-
proach is still a time consuming task on a desk-top personal com-
puter, especially if multiple design options are to be simul-
taneously compared. Here, a classical approach is taken where a
three-dimensional potential flow solver is used to compute the
inviscid flow within the contraction. This solution is then used as
a boundary condition to a laminar viscous flow solver to compute
boundary layer properties along the contraction. The combination
of potential and viscous flow solvers provides enough accurate
information to make rational decisions regarding the design of
contraction sections.

2.1 Potential Flow Solver. Three-dimensional potential flow
solutions were performed using the OPENFOAM [6] computational
fluid dynamics software package. OPENFOAM was used with a
structured three-dimensional mesh to describe the interior flow
domain. The governing equations of the solution method describe
an incompressible, irrotational fluid

V-U=0 (1)

V2p=0 (2)

where U is the fluid velocity vector; and p is the pressure. A
second-order accurate, finite-volume discretization method (semi-
implicit method for pressure linked equations, SIMPLE) was used
to solve the governing equations. The solution was considered
converged when the solution tolerance reached a level below 107°.

In all cases, a two-dimensional contraction was analyzed where
the contraction height varies only along its length, implying flat,
straight side walls. Figure 1 shows a side view of a two-
dimensional contraction that describes the flow domain. The con-
traction has depth, as indicated by the coordinate system centered
at the inlet on the center line of the contraction. Actually, only a
quarter of the contraction was modeled, with symmetry boundary
conditions used to simplify the flow domain (i.e., the normal de-
rivatives of the flow quantities were set to zero). A constant non-
dimensional velocity boundary condition (Uj,=1) was set at the
contraction inlet (left side of the flow domain). To convert the
velocity computed by the solver to the desired velocity, the entire
solution was multiplied by the desired inlet velocity.

A constant pressure outlet condition was specified for the right
boundary (p=0). The normal derivative of flow variables not
specified at the inlet and outlet was set to zero. As this was an
inviscid solution, walls were modeled as symmetry boundary
conditions.

The flow domain was split into two parts: The contraction sec-
tion, which had length L, and an extension section that had the
same cross-sectional area as the contraction exit plane over its
length. For all results presented in this paper, the extension length
is half the length of the contraction (0.5L).

2.2 Viscous Flow Solver. The potential flow solver produces
a velocity distribution throughout the flow domain. The velocity
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distribution at the walls is used with Thwaites’ method to generate
laminar boundary layer solutions at critical locations on the sur-
face. Full details of Thwaites’ method can be found in Cebeci and
Bradshaw [7]. For the present paper, it is sufficient to state that the
method uses the velocity distribution of the potential solver to
estimate the laminar momentum thickness (6). Semi-empirical re-
lations are then used to evaluate other boundary layer parameters,
such as skin friction coefficient (c).

The assumption of a laminar boundary layer was assumed to be
valid based on the original arguments of Bell and Mehta [1], who
use a similar method to the one used here for contraction perfor-
mance calculations. First, it was assumed that the boundary layer
originates from stagnation conditions at the beginning of the con-
traction and there appears to be sufficient evidence to show that
this is a reasonable assumption [1]. Second, it can be argued that
the boundary layer will experience a strong favorable pressure
gradient over most of the contraction length, thereby providing
conditions suitable for relaminarization. In any case, for the con-
tractions studied here, the exit plane Reynolds number based on
momentum thickness was small enough (Reg e <700) for lami-
nar flow assumptions to be reasonable. The criteria for separation
were taken to be when ¢;<0.

2.3 Validation Study

2.3.1 Mesh Resolution. A study was performed based on the
geometry of the small wind tunnel contraction described in the
next section. In this case, the mesh density was progressively
increased until the computed result stabilized to an acceptable
level. Table 1 shows a summary of the mesh resolution study
where the flow results were taken at the contraction exit plane. It
was found that the 150X 20X 20 (cells in the x X y X z directions)
mesh was of sufficient accuracy for our investigation. The exit
plane uniformity was calculated by sampling the velocity at 100
equispaced points across the contraction exit plane and taking 1
SD of these data.

2.3.2 Comparison With Published Data. The numerical
method was validated by comparing the boundary layer momen-
tum thickness, skin friction coefficient, and exit plane uniformity
for a small wind tunnel contraction against the experimental and
numerical results of Bell and Mehta [1]. These results were ob-
tained for a wind tunnel using a two-dimensional contraction with
contraction ratio (CR)=7.61, length L=2.44 m, and outlet height
Hy=0.18 m, and a shape defined by a fifth-order polynomial. The
contraction shape used to simulate the experiments was defined by
the following fifth-order polynomial [1]

Table 1 Grid resolution study results, Bell and Mehta fifth-
order polynomial, 15 m/s

[ Exit plane
Grid (mm) cr uniformity
150 X 20 X 20 0.44024 0.00107 0.004
300 X 40 X 40 0.44185 0.00102 0.004

Table 2 Validation study results 9 m/s

6 Exit plane
(mm) cr nonuniformity
Experiment 0.615 0.00262 —
Bell and Mehta prediction 0.621 0.00091 0.004
Current prediction 0.662 0.00113 0.004
3 5 Ho
h=[-108 + 15 - 6&] 1—; +1 (3)
i

where h=y/H; is the contraction height (y) normalized by the
contraction inlet height (H,;); H, is the contraction outlet height;
and é=x/L.

Boundary layer calculations using the current method were
compared with published experimental and numerical data ob-
tained at a distance approximately 150 mm downstream of the
contraction exit; however, the exact location was not clear from
the available reports. Bell and Mehta used a three-dimensional
inviscid panel method with Thwaites’ method to calculate bound-
ary layer properties along the contraction. Exit plane nonunifor-
mity was compared with the Bell and Mehta potential flow pre-
dictions at the contraction exit plane. Experimental skin friction
coefficient was inferred by Bell and Mehta [1] using laminar
boundary layer theory and measured boundary layer thickness.
Results comparing Bell and Mehta’s experimental and numerical
results with results obtained using the current method are shown
in Tables 2 and 3 for nominal outlet flow velocities of 9 m/s and
15 m/s, respectively.

Pressure and boundary layer calculations were made for three
paths along the interior surface of the contraction. These were
along the corner joining the top and side of the contraction, along
the center of the top (curved) surface, and along the center of the
side (flat) surface. The results show that the most difficult pressure
distribution for the boundary layer to negotiate and remain at-
tached was the one for the top surface. Hence, all boundary layer
calculations presented hereafter were performed using the velocity
field calculated for the top surface.

Comparisons between the current prediction method and ex-
periment are reasonable, with the largest error in momentum
thickness observed for the 9 m/s case. The results obtained in this
study are of the same accuracy as the previous Bell and Mehta
study who compared a range of wind tunnel data with a coupled
potential-viscous model and found differences on the order of
1-11%. Skin friction simulations using the current method are
closer to the experiment than the Bell and Mehta predictions.

There was insufficient information in Bell and Mehta’s report to
perform further comparisons against experimental data. Further,
the exact downstream location where the experimental data were
obtained was not precisely indicated. The report states that the
measurements were taken typically less than 150 mm downstream
of the contraction exit. This may explain the increased boundary
layer thickness predicted using the current method for the 9 m/s
case. The current prediction shows that the boundary layer thick-
ness varies from 0.568 mm to 0.662 mm over the 150 mm down-
stream of the contraction exit. It is therefore possible that the
current method is more accurate than the comparisons listed here
suggest.

Table 3 Validation study results 15 m/s

[/ Exit plane
(mm) ¢ nonuniformity
Experiment 0.508 0.00181 —
Bell and Mehta prediction 0.483 0.00072 0.004
Current prediction 0.513 0.00087 0.004

1242 / Vol. 129, SEPTEMBER 2007

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



8 T T T T T T T T T

s (&) =10
7k £ - - —£®)=03
S sl e €=05
O == £() =07
6_ o
A
=
3_
oL
]_
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 09
(@) o

s (&) =10
7 ™ .".:\'\ ___t(é):X/Lg
B By My |[meeas €)= (/L)
h - = f® =L’
6_
sk
S
3_
ok
1k
0 1 1 1 1 1 1 1 1 1
0 01 02 03 04 05 06 07 08 09
x/L
(b)
8 : : ; ; . . ; : |
— (&) =1.0
7L ity - — —MITL
6_
ik
=
S4r
3_
ot
ik
0 1 X 1 1 1 1 1 1 X
0 01 02 03 04 05 06 07 08 09
(C‘) x/L

Fig. 2 Contemporary contraction shapes investigated in this
study: (a) Modified fifth-order polynomial with f(£)=0.3-1.0; (b)
modified fifth-order polynomial with f(£)=1.0, f(§)=x/L, f(§)
=(x/L)?, f(§)=(x/L)%; and (c) fifth-order polynomial (f(£)=1.0),
MTL, and UTAS
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Table 4 Comparison of contraction shapes, 9 m/s

Exit plane
Contraction shape Separation Re, uniformity
Fifth-order polynomial f(£)=1.0 No 344.49 0.004
Fifth-order polynomial f(£)=0.3 Yes — —
Fifth-order polynomial £(¢)=0.5 No 277.15 0.017
Fifth-order polynomial f(£)=0.7 No 309.21 0.007
Fifth-order polynomial f(§)=x/L No 332.18 0.004
Fifth-order polynomial f(§)=(x/L)? Yes — —
Fifth-order polynomial f(¢)=(x/L)? Yes — —
MTL No 354.29 0.004
UTAS No 309.46 0.008

3 Performance of Contemporary Contraction Shapes

3.1 Contraction Shapes. The contraction shapes suggested
by Brassard and Ferchichi [2] are a family of curves based on
modifications to Bell and Mehta’s fifth-order polynomial. Bras-
sard and Ferchichi’s transformation can be described by consider-
ing Eq. (3) and defining the core polynomial as

7=108 - 156 + 6& (4)

then using # in the following

o\ ® 9
e

where f(£) is an arbitrary, continuous function of ¢ defined for 0
< ¢=<1 and normalized such that 0<f(¢)<1.

In the current investigation, shapes where f(§) is constant
(f(§)=0.3-1.0), linear (f(§)=&=x/L), quadratic (f(&)=&
=(x/L)?), and cubic (f(¢§)=&=(x/L)%) were investigated. When
f(é€)=1, the Brassard and Ferchichi transformation reduces to the
original Bell and Mehta fifth-order polynomial, which is used as a
base-line comparison case.

Two additional wind tunnel contraction shapes were also com-
pared in the current study. The first was developed at the Royal
Institute of Technology, Sweden (MTL) [4] and is described using
the following polynomials

g =A{sinh(B¢) - B¢}

¢=1.0- C[sinh{D(1 = &)} - D{1 - &]

£<0.7 (6)
£>07 (7

H=H,[VCR{1 - g(&)} + L¢(&)] ®)

where A=0.205819, B=3.52918, C=0.08819, and D=8.23523.

The second shape considered in the current study was devel-
oped by the University of Tasmania, Australia (UTAS) [5]. This is
a sixth-order polynomial described by

y=ax+ b +ext+dl +ex’ + fx+ g 9)

where a=0.0041, b=0.1651, c=-0.2518, d=1.9054X 107", e
=f=0, and g=H, X CR.

A summary of all contraction shapes is graphically presented in
Fig. 2.

3.2 Results. The coupled potential-viscous flow solver was
used to simulate the flow within each of the contraction shapes
described above. The length (L), inlet height (H;), and contraction
ratio (CR) were maintained at the values used for the experimental
validation. Boundary layer properties were calculated along the
top surface of the contraction and values at 150 mm from the exit
plane are used for comparison purposes. Table 4 compares the
performance of the various wind tunnel contraction shapes.

The shapes that produced the best flow uniformity were the
original Bell and Mehta fifth-order polynomial (f(£€)=1.0); the
Brassard and Ferchichi transformation with f(&)=x/L; and the
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MTL contraction. The shape that achieved the largest available
flow area (smallest boundary layer thickness) was the Brassard
and Ferchichi transformation with f(£)=0.5. However, this was
achieved at the expense of flow uniformity, which exceeded our
nominal limit of 1% in this case. The modified shape increased the
flow velocity along the wall, thereby reducing the boundary layer
thickness. However, as the same mass flux must pass through the
contraction, an increased velocity gradient exists across the exit
plane, resulting in higher flow nonuniformity.

Separation was found to occur for three of the shapes tested.
These were the Brassard and Ferchichi transformations using
f(€)=0.3, (x/L)?, and (x/L)3. The Brassard and Ferchichi trans-
formation using f(€)=x/L gave the best total performance based
on flow area and uniformity. However, the improvement was mar-
ginal compared with the f(£)=1.0 case. By allowing higher flow
nonuniformity, progressively larger flow areas are available using
selected Brassard and Ferchichi transformations. However, care
must be taken with regard to flow separation. The UTAS shape
was similar in performance to the f(£)=0.7 contraction shape.

On balance, however, the original Bell and Mehta fifth-order
polynomial gives good all-round performance and any improve-
ment in flow area will be achieved at the expense of flow unifor-
mity. Interesting future work would be to use an optimization
procedure to derive new forms of f(£) to achieve the best possible
contraction performance.

4 Conclusions

A potential flow solver and laminar viscous solver have been
coupled for the purposes of wind tunnel contraction design. A
variety of contraction shapes were numerically investigated and
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compared. Shapes included recently suggested polynomial modi-
fications of the original Bell and Mehta fifth-order polynomials.
The numerical evaluations of the shapes have concluded that,
on-balance, the original Bell and Metha fifth-order polynomial
shape provides good all-round performance. The suggested modi-
fications typically increased the inviscid flow area at the expense
of flow nonuniformity.
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